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Preface

For the twenty-eighth year, the Research and Theory Division of the Association for Educational
Communications and Technology (AECT) is sponsoring the publication of these Proceedings. This is
Volume #2 of the 28" Annual Proceedings of Selected Papers On the Practice of Educational
Communications and Technology Presented at The National Convention of the Association for Educational
Communications and Technology held in Orlando, FL. Copies of both volumes were distributed to
Convention attendees on compact disk Volume #2 will also be available on microfiche through the
Educational Resources Clearinghouse (ERIC) system.

This volume contains papers primarily dealing with instruction and training issues. Papers dealing with
research and development are contained in the companion volume (28" Annual, Volume #1), which also

contains over 100 papers.

REFEREEING PROCESS: Papers selected for presentation at the AECT Convention and included in these
Proceedings were subjected to a reviewing process. All references to authorship were removed from
proposals before they were submitted to referees for review. Approximately sixty percent of the
manuscripts submitted for consideration were selected for presentation at the convention and for
publication in these Proceedings. The papers contained in this document represent some of the most current
thinking in educational communications and technology.
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Improving School Children’s Mathematical Word Problem Solving Skills
through Computer-Based Multiple Representations

Tufan Adiguzel
Texas A&M University

Yavuz Akpinar
Bogazici University

Abstract

Instructional resources that employ multiple representations have become commonplace in mathematics
classrooms. This study will present computer software, LaborScale which was designed to improve seventh grade
students’ word problem-solving skills through computer-based multiple representations including graphic,
symbolic, and audio representations. The proposed presentation will illustrate the design, implementation and
validation of an interactive learning environment (ILE), LaborScale. This ILE is based upon the principles of
computer based interactive problem solving environments, which connects different types of knowledge
representation forms, and aims primarily to assist students as they explore symbolic representations used in word-
problem solving process.

Problem Solving

When solving problems, a learner combines previously learned elements of knowledge, rules, techniques,
skills, and concepts to provide a solution to a novel situation. It is generally accepted that mathematics is both
process and product: both an organized body of knowledge and a creative activity in which the learner participates.
It might, in fact, be claimed that the real purpose of learning rules, techniques, and content is to enable the learner to
do mathematics, indeed to solve problems (Orton, 1987). Thus problem solving can be considered to be the real
essence of mathematics. Gagneé (1985) has expressed the view that problem solving is the highest form of learning.
Having solved a problem, one has learned. One might only have learned to solve that problem, but it is more likely
that one has learned to solve a variety of similar problems and perhaps even a variety of problems possessing some
similar characteristics. Jonassen, Howland, Moore, and Marra (2003) also point out that solving problems are
meaningful kind of learning activity in educational settings.

Problem solving activities introduce difficulties for management by teachers. For example: choosing and
sequencing problem solving tasks, determining the degree and type of assistance to be given to students, maintaining
motivation, and knowing how to consolidate understanding through reflection and follow-up discussions, demand
continuous decision making on the part of teachers. Similarly, learners have complicated tasks to complete during
problem solving, especially when solving word problems. Word problems are set in specific contexts from which
students have to develop representations. Learners have to link representations to appropriate mathematical
formulations, and to apply appropriate techniques in order to produce a solution. Learners have to monitor and
evaluate this problem solving process, and consider the implications of the solution. In consequence, giving
assistance and managing problem solving in ways which create effective learning and the development of cognitive
skills is not an easy task.

Research shows that a major source of difficulty experienced by children in the problem solving process is
transforming the written word into mathematical operations and the symbolization of these operations. Namely,
children are required to disembed the information from the problem context, select the relevant values, and insert
them into some formula. However, children are not very successful in transferring their abilities to solve problems to
subsequent problems (Jonassen et al., 2003). Orton (1987) indicated that the most common difficulty of problem
solving is failure to use known information. He also noted that in order to cope with this difficulty pupils should (1)
write the problem in primitive form and sketch an accurate picture of the setup (where applicable), (2) transform the
primitive statements to simpler language, and (3) translate verbal problems to more abstract mathematical
statement(s) and figures, diagrams, charts and other similar representations.

Multiple Representations
Recent approaches to mathematics instruction in the classroom emphasize mathematics as flexible,
insightful problem solving that requires understanding that mathematics involves pattern seeking, experimentation,
hypothesis testing, and active seeking of solutions. But children’s beliefs about the nature of mathematics contrast



with this emphasis. For example, Baroody (1987) asserts that due to an overemphasis on ‘the right answer’, children
commonly believe that all problems must have a correct answer, that there is only one correct way to solve a
problem and that inexact answers or procedures (such as estimates) are undesirable. In order to recognize that
multiple solutions and different representations of problems are possible, children need to have higher order problem
solving skills. Polya (1962) advocated that solvers should choose multiple representations when they begin to solve
a problem. Jiang and Mcclintock (2000) also suggested that encouraging multiple solutions to problem solving plays
an important role in facilitating students’ understanding of mathematical concepts and their grasp of methods of
mathematical thinking. In this way, the National Council of Teachers of Mathematics (NCTM, 2000) states,
“representations should be treated as essential elements in supporting students’ understanding of mathematical
concepts and relationships; in communicating mathematical approaches, arguments, and understandings to one’s self
and to others; in recognizing connections among related mathematical concepts; and in applying mathematics to
realistic problem situations through modeling” (p. 67).

Representations are mainly divided into two categories. External representations are the knowledge and
structure in the environment, as physical symbols, objects, or dimensions and as external rules, constraints, or
relations embedded in physical configurations (Zhang, 1997, p. 180). Internal representations are retrieved from
memory by cognitive processes. External and internal representations are particularly beneficial for learning when
they are multiple. In most cases, learners have to process multiple representations, including graphics, symbols and
audio. Classroom teaching has traditionally employed multiple external representations (MERs) in the pursuit of
helping students learn. Teachers use MERs explicitly in order to make abstract situations more concrete.

Kaput (1992) proposed that multiple linked representations might allow learners to perceive complex ideas
in a new way and to apply them more effectively. By providing a rich source of representations of a domain, one can
supply learners with opportunities to build references across these representations. Such knowledge can be used to
expose underlying structure in the domain represented. According to this view, mathematics knowledge can be
characterized as the ability to construct and map across different representations.

Computer-Based Multiple Representations

Computer environments have been gaining great importance in education. Numerical computation tools can
be used by problem solvers to emphasize planning and interpretation of arithmetic operations. The existence of
computer graphics tools can be used to help students understand abstract mathematical concepts, to create entirely
new graphic oriented representations of traditional mathematical topics, or to provide alternative visual methods in
mathematical problem solving. As Kaput (1992) states for the case of mathematics education, this entails that
routine computations can be off-loaded to a machine, that new representational mechanisms only available on
computers (such as programs as representations) become available, and that one can reify abstract concepts by
means of computer simulations, making them more readily accessible for reflection and dialogue.

Fey (1989) asserts that the use of numerical, graphic and symbol manipulation is a powerful technique for
mathematics teaching and learning. He identified several ways in which computer-based representations of
mathematical ideas are unique and especially promising as instructional and problem solving. First, computer
representations of mathematical ideas and procedures can be made dynamic in ways that no text or chalkboard
diagram can. Second, the computer makes it possible to offer individual students an environment for work with
representations that are flexible, but at the same time, constrained to give corrective feedback to each individual user
whenever appropriate. Third, the electronic representation plays a role in helping move students from concrete
thinking about an idea or procedure to an ultimately more powerful abstract symbolic form. Fourth, the versatility of
computer graphics has made it possible to give entirely new kinds of representations for mathematics-representation
that can be created by each computer user to suit particular purposes. Finally, the machine accuracy of computer
generated numerical, graphic, and symbolic representations make those computer representations available as
powerful new tools for actually solving problems (p. 255).

Designing the Interactive Learning

The use of multimedia technology has offered an alternative way of delivering instruction. The old text-
based approach to learning is being superseded by an approach, which includes multisensory representations
(Jonassen et al., 2003). Interactive multimedia is one of the most promising technologies of the time and has the
potential to revolutionize the way we work, learn, and communicate (Macromedia, 1992; Staub & Wertherbe, 1989).
Interactive multimedia programs take the idea of learning and doing seriously. With interactive multimedia
programs, the learning process is modified by the actions of the learners, thus changing the roles of both the learner
and the teacher. Interactive multimedia learning is also a process, rather than a technology, that places new learning



potential into the hands of users (Jonassen, 1999). The ideal interactive learning environment (ILE), then, is one
where students are encouraged to undertake such activities and are provided with feedback as they do so.

Brooks (1993) stated that, with all the additional capabilities of the growing number of multimedia
applications, the design of these applications has become a nightmare. He also pointed out the preponderance of
ugly interfaces containing screens full of multiple fonts, insignificant boxes, irrelevant noises, and confusing webs
of possible interactivity among the features of poorly designed multimedia packages. There are many requirements
that must be checked while designing an interface such as screen design, learner control and navigation, use of
feedback, student interactivity, and video and audio elements (Stemler, 1997). So, the design of the interface, which
considers interactivity, is clearly important (Frye et al., 1988). Hence a properly designed interface should make the
cognitive process transparent and externalized so as to support evaluation, reflection, and discussion and direct
accessibility.

The following principles should be considered during the design of ILEs (Akpinar & Hartley, 1996).

The ILE should provide interactive objects and operators, which are visual and can be directly manipulated
by pupils.

The ILE system should provide mechanisms for pupils to check the validity of their methods, and thus
receive some feedback on the appropriateness of their actions in relation to task.

As the instruction aims to support links between the concrete and symbolic representation of word
problems, the ILE should be able to display these forms so that the equivalence between is apparent. The system
should also be able to move its presentation modes to the symbolic as students gain in competence.

The ILE should allow experimentation of concepts and procedures in ways that relate to the children’s
experiences. In brief the ILE should be able to support guided discovery as well as directed methods of instruction.

The ILE should allow the learning to be conceptualized and procedural in its approach, and be capable of
adjusting to the task needs of teachers.

Interactive Learning Environment: LaborScale

The overall aim of this research was to investigate the design of the LaborScale ILE that can assist problem
solving performance and understanding specifically mathematical work and pool problems. Problem solving
requires the integration and utilization of multiple knowledge representations e.g. graphical, symbolic, and audio.
Depending upon these factors, the design of the computer based learning environment must take into consideration
students’ knowledge so that it can accommodate different levels of competence and be useful for varying modes of
instruction in the classroom (Mayer 1985). The proposed design to realize these aims is LaborScale that provides a
constructive environment based on direct manipulation, user-system interactions and available interface design.

The ILE should have all the features and components to develop children’s word problem solving skills.
Hence, it should be designed with an object-oriented and direct-manipulation approach. In order to reach this
objective, the instructional software (LaborScale) was developed and implemented by the researchers using an
authoring tool, Asymetrix Toolbook II 5.0 and other related multimedia programs (Macromedia Flash 5.0, 3D
Studio Max and Photoshop 5.0) to support Toolbook Application with videos, animations, audios and pictures. The
user-friendliness of Toolbook interface and its accompanied object-oriented scripting language, Openscript, used to
specify the functionality were well suited to the development and implementation of the prototype. Toolbook
software is a development environment that provides tools to draw objects that can be made interactive using the
Openscript programming language. Also the development can be carried out incrementally. Further, Toolbook is
event-driven i.e. an application can respond to events such as mouse clicking whenever they occur. This is suitable
for the ILE interface that is based on a direct-manipulation approach in addition to its ability to produce quality
visual animation.

The user-interface of LaborScale has two-page design consisting of multiple viewers in which each viewer
has a background and a foreground containing objects such as fields, buttons, graphics and text. The user interface
has two units: a curriculum-manager unit and a student-working unit.

Curriculum Manager Unit
Curriculum Manager Unit (CMU) is one of the main windows of the LaborScale (Figure 1). This is the
place where teachers set problems and customize environments for students. Each problem specification will need to
provide context information, and the concepts based on the activity sets. Hence, the purpose of the problem
specification is to provide contexts familiar to the students.



The CMU has been designed to manage the specification of activity sets that contains the problem content,
specification of problems, and types of representation. In order to form a new activity set for any student, teachers
can use two methods. One has two steps, which are pre-storing problems and their answers, and specification of the
problems depending on the level of the students. The other is only specification of problems, which are saved to the
system previously. In brief, teachers can manage the following tasks by using CMU:

e Forming problem sets including simple and advanced level problems of two types, work and pool, by
saving problems to the systems,
Setting audio environment of student-working unit,
Preparing an activity set with respect to the students’ level,
Looking at the performances of the students who finish their activity sets,
Viewing the activity set in the student-working unit.

Figure 1. A screen of curriculum manager unit
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Student Working Unit

The student working window (Figure 2), the learner mode of the LaborScale, is the second main window of
the LaborScale. The Curriculum-Manager Unit passes the sequence of problems to the ILE controller that is to
manage the interactions with students and to keep records of their progress. Hence a principal consideration in the
design of this unit was the user-system interface in which these interactions take place. LaborScale is based on a
high degree of graphical and symbolic object manipulation, and with the interface users are able to directly
manipulate the LaborScale objects, for example by giving the values symbolically, dragging and dropping of picture
of these values, and combining the representations of them to reach a solution. To outline, students can manage the
following tasks in this unit:
Displaying ratios they entered in the problems,
Dragging and dropping the displayed objects and displaying a vertical scale as a result of this,
Reaching right answers of the problems by analyzing a horizontal scale depending on the vertical scale,
Setting audio environment,
e Transition to other problems.

Figure 2. A screen of student working unit
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Evaluation studies

The validation of LaborScale was carried out during last week of May and first week of June 2001. The
method of the research was pretest and posttest group design. The sample of the study was selected from seventh
grade students of two different schools (Public school, school A and private school, school B) that have a computer
laboratory. The subjects were selected by using clustering sample technique, namely, one class was selected from
each school. The validation experiment was performed as a pretest of the work and pool problems. The pre-test was
administered to 80 students (59 from public school and 21 from private school). Their average age was 14 and 40 of
them were girls and 40 of them were boys. For the application and post-test, convenient students were chosen from
each class by considering their teacher’s opinions and number of computers in the computer laboratories of both
schools. Students were chosen according to their achievements for each mode of the pre-test, namely, numerical
solutions, symbolic and graphic representations of solutions. The students’ actions in LaborScale were recorded by
the system and notes were taken by the researcher as well as the pre and posttest differences in performance.

The instructor organized software for 27 students to run in their laboratories. The reason for choosing only
27 students was that there were 28 computers in the computer laboratory of School A, but 17 of them were available
to run the software. There were 13 computers in the computer laboratory of School B, but 10 of them were available
to run the software. Five problems randomly chosen from nine problems were assigned to these students for both
work and pool problems respectively by regarding the pre-test scores of the students. Pool problems were given to
them at the second week of the application to allow students to manage problems at ease and meaningfully. For low-
achievers, three of the problems were simple and two of them were advanced. For intermediate students and high
achievers, two of the problems were simple and three of them were advanced.

Before the application of the software in both schools, the researcher provided students with an orientation
session at which the students received explanations and were experienced on how they will use the program by
presenting worked examples for solving different type of problems. This session lasted about 20 minutes. Since the
students in both schools had a regular computer course, they had no difficulty in controlling and manipulating the
environment during the instruction.

After an orientation session, all groups received computer-assisted treatment for two hours without any
break for two weeks respectively. During the instruction, students were left alone and they only interacted with
computers. They solved their own problems about the program by themselves except system problems by using the
help and information modes of the software. Therefore, the researcher behaved like an observer in the application.



The time that the students completed their activity sets changed between 30 and 65 minutes for work problems,
however, the instruction on pool problems lasted between 20 and 45 minutes.

At the end of the instruction the performance test (PT) was conducted to all subjects as a post-test. After all,
the questionnaire about the software evaluation was applied to the teachers involved in the study to obtain their
criticisms.

In order to analyze the differences between the pre and post tests mean scores of the whole group and
School A obtained from each mode of PT, paired sampled t-test was used, and Wilcoxon test was used for school B
since the numbers of subjects in the groups were too small.

The pre and posttests results showed significant improvements in students’ performances for each mode
that pointed to the benefits of LaborScale ILE (See Table 1, Table 2, and Table 3). When the schools were analyzed
separately, there was a significant increase in all modes of the tests for each school. Looking at the posttest results of
each mode, significant improvements were also observed (for more details see Adiguzel, 2001).

Table 1 Differences between pre-post test scores of numerical solutions to PT

Pre-test Pre-test Post-test Post-test

Groups N Num. Sol.  Num. Sol. Num. Sol. Num. Sol. t (Szl-gt'aile d)
Mean Std. Dev. Mean Std. Dev.
Total 27 22.85 27.28 85.78 21.70 10.997* .000
School A 17 18.47 25.36 88.35 24.43 9.036* .000
z
School B 10 30.30 30.16 81.40 16.29 2.805* .005
*p <.05.
Conclusion

Studies formed a base for using computers featuring multiple linked representations to assist students with
the transition from concrete experiences to abstract mathematical ideas, with the practice of skills, and with the
process of problem solving, like in the LaborScale ILE, namely, beginning with the concrete representations and
reaching the symbolic representations by using visual components supported by audio developed seventh grade
students’ performance on work and pool problems.



Table 2 Differences between pre-post test scores of symbolic mode of PT

Pre-test Pre-test Post-test Post-test Si
Groups N Symbolic  Symbolic Symbolic Symbolic  t (th.aile d)
Mean Std. Dev. Mean Std. Dev. i
Total 27 274 8.86 92.37 11.27 36.443* .000
School A 17 247 9.68 96.59 549 37.343* .000
Z
SchoolB 10  3.20 7.73 85.20 14.92 2.807*  .005
*p <.05.
Table 3 Differences between pre-post test scores of graphic mode of PT
Pre-test Pre-test Post-test Post-test Si
Groups N Graphic Graphic Graphic Graphic t (2i.ai1e d)
Mean Std. Dev. Mean Std. Dev.
Total 27 18.67 18.62 82.26 31.25 10.380* .000
School A 17  21.65 14.71 95.00 10.90 16.858* .000
Z
School B 10 13.60 23.92 60.60 42.21 2.499* .012

*p <.05.

In the post-test, students had different graphical representations of solutions. The results showed that they
were affected from the visual components of the LaborScale ILE, namely, some of them drew a box, meant whole
work, for each worker and they indicated the results by the graph corresponding these related graphs. Some of them
drew a vertical scale whose pointer’s location showed the values of work done in a day for each worker and the
result. The rest of the students drew a horizontal scale, similar to the number line, whose pointer’s location also
represented the values of work done in a day for each worker and the result. This proves that if the students are
given more visual representations, they will use and connect them to the symbolic representation of these and they
will grasp the meaning of the word problem solving by concretizing them.

The increase in the symbolic mode was more than the other modes. This proves that multiple linked
representations relating the symbolic representation to graphic representation allow learners to perceive complex
ideas in a new way and to apply them more effectively. However, the increase in the graphical mode was significant
but less than the other modes. The reason for this may be that since text-based books were dominant in the
curriculum, children have not developed to present problems graphically. However, the graphical representations
need to be well constructed and be capable of representing the information in a problem to enable the processing
capabilities of the human visual system to be exploited, so that perceptual features and judgments can be developed
and related to a more abstract symbolic understanding (Cox & Brna, 1995). Also, graphical representations are
effective problem solving and learning tools because they reduce the space of applicable operations and they are
more specific than the other representations. Relating with the theory, good performance on finding and presenting a
graphic representation of a solution raised the performance on grasping symbolic representation of the solution in
the study.

A similar result to the findings of this research was the outcome of ANIMATE software (Nathan, 1991).
However, the potentials and facilities of ANIMATE differ from the LaborScale. Though Nathan’s ANIMATE can
not generalize the solution method into an algebraic formula, LaborScale can help students to build up algebraic
formula that may be generalized and employed in a wide variety of problems

During the application, the time at which students finished each activity set was recorded by the researcher.
According to the results, students spent longer time period on the first question of the activity set of the work
problems than the other questions of the activity set since they were adapted to the system in the first question. After



they gained an experience on the work problems, they acted carefully and swiftly on the pool problems since the
application of the pool problems was applied to them one week later.

Performance recording unit of the program stored two main functions of the students: three trials on the
values that are work done in a day for each worker and the answer of the problem for each trial. According to the
records obtained from this unit, all students had tried at least three times on the advanced level problems and
problems requiring complex calculation to reach a right answer. The reason for this was the greatness of the least
common multiple related with the value of denominator of the work done in one day and that because of the big unit
differences in the scale students could not grasp net measurement. However, they usually solved these problems
after they tried at least three times. The main thing in this part is requiring the students to grasp the values from the
problem. As a result, students’ problem solving skills significantly improved by the help of instructional software,
LaborScale.

The rationale of the development of the LaborScale was to base students’ problem solving on multiple
representations. This should aid understanding, conform to problem solving as an investigatory and creative activity.
While LaborScale was successful in fulfilling many of these claims in its design and conception, there are further
requirements to complement or supplement its current facilities and strengths.

In conclusion, the LaborScale software and validation studies have given some support to the design
principles of ILEs in which the aim is to produce user-system interfaces that release students’ knowledge and
stimulate active and investigatory methods of learning. The suggested further work could re-illuminate design
principles for multi-representational interfaces. And, since the research was concluded successfully and significant
results were obtained, hopefully it should be adapted for other domains of mathematics.
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Investigating the Relationships Among Instructional Strategies and Learning
Styles in Online Environments

Omur Akdemir
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Abstract
Researchers investigated differences in learner preferences for different types of instructional strategies
and learning styles in online environments. Results suggested that matches between students’ learning styles and
instructional strategies did not affect their perception of their own learning outcomes, level of effort and
involvement, and level of interactions in the course. Data also indicated that no single instructional strategy, among
three instructional strategies tested, emerged as superior for high and low field dependent online students.

Introduction

The Internet has taken center stage today as a preferred medium for the delivery of distance education.
Many universities offer online courses that respond to the diverse distance and time needs of today’s learners. These
universities provide course instructors with online tools to manage course participation and facilitate learning.
Instructors can continuously monitor student progress, provide learners with time to reflect on content and feedback
before participating, prompt active participation with content and peers, and offers instructional modules that are
designed to appeal to a variety of learning styles and preferences (Hamilton-Pennell, 2002).

Learning style can be thought of as the combination of the learners’ motivation, task engagement, and
information-processing habits (Aragon, Johnson, & Shaik, 2002). Each learner can have different preferences as to
how s/he receives, processes, and recalls information during instruction. Many researchers however, have not
controlled for students’ characteristics in their analyses of students’ satisfaction of online instruction (Thurmond,
Wambach, & Connors, 2002). Understanding the relationships among learning styles and instructional preferences
holds great promise for enhancing educational practice (Claxton & Murrell, 1987).

The primary purpose of this exploratory pilot study was to investigate the relationships among learning
styles, defined as high and low field dependence, and preferences for, and evaluation of, instructional strategies used
in an online course. Field dependence describes the degree to which a learner’s perception or comprehension of
information is affected by the surrounding contextual field (Jonassen & Grabowski, 1993). Learning styles are
useful because they provide information about individual differences from a cognitive and information-processing
standpoint (Smith & Ragan, 1999). Field dependent individuals are more likely to succeed at learning tasks that
engage them in:

e  Group oriented and collaborative work situations
o Situations where individuals have to follow standardized pattern of performance
e  Tests requiring individuals to recall information in the form or structure that it was presented (Jonassen &

Grabowski, 1993).

High-field dependent individuals have more difficulty locating the information they are looking for than
low field dependent individuals. Low field dependent individuals are more likely to excel at learning tasks involving
identification of important aspects of information from a poorly organized body of information. High field
dependent individuals tend to accept the information without reorganizing it from the way it was presented to them
so low field dependent individuals are likely to reorganize information to fit their own perceptions. Muir (2001)
recommends teaching methods that match instructional strategies to field dependence-independence style.

Instructional strategies represent a set of decision that result in plan, method, or series of activities aimed at
obtaining a specific goal (Jonassen, Grabinger, & Harris, 1990). Instructional strategies are the activities used to
engage learners in the learning process. Many types of instructional strategies are used to engage learner in different
ways such as reading, collecting, thinking, etc. Expository strategies may include providing learners with lecture
notes. Explanations are often kept simple and direct. Students usually use lecture notes to complete learning
activities or respond to posed questions. Collaborative and group work instructional strategies require individuals,
often at various levels, to work together to achieve a common goal. Individuals are prompted to analyze, synthesize,
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and evaluate their ideas collaboratively. Inquisitive (discovery learning) instructional strategies require individuals
to formulate investigative questions, obtain factual information, and build knowledge, which reflects their answer to
the original question. Students develop several questions, which eventually lead them to answer the original
question, use extensive resources to gather data, and answer the original question.

The characteristics of high field dependent individuals appear to match with expository (presentation), and
collaborative (group work) types of strategies because these types of instructional strategies require learners to
complete learning activities that are usually kept simple, and sometimes require learners to work together. The
characteristics of low field dependent individuals suggest a match with inquisitive type of strategies because low
field dependent individuals prefer generating their own hypothesis and testing their hypothesis. Table 1 illustrates
the suggested match and mismatch of learning style and instructional strategy for this study.

Table 1. Match and Mismatch of Learning Style and Instructional Strategy

Expository Collaborative Discovery
High Field Dependent = Match Match Mismatch
Low Field Dependent ~ Mismatch Mismatch Match

Abraham (1985) found that matching instructional styles to students’ field-dependent or independent style
improved students’ performance in the course. In the study, researchers used two computer-assisted instruction
lessons, one rule oriented, and the other deemphasizing rules, to test whether a teaching approach that did not
emphasize rules would be of greater benefit to field-dependent students in an English as a second language class.
The results of the study showed that field-independent students performed better with rule oriented approach
whereas field-dependent students performed better with the approach deemphasizing rules. There has also been
research that was contradictory to these results. Macneil (1980) found that learning did not increase when students
categorized as field dependent and field independent receive instruction oriented to their style. In the study,
researchers used discovery and expository approaches to test whether randomly assigned field dependent students
learn more from the discovery approach and field independent students learn more from expository approach.
Results of the study revealed that achievement of field dependent and field independent students did not vary as a
function of style. The question remains can matching learning styles and instructional strategies in distance
education better support student learning. This study was designed to address the following research questions:

Is there a difference in perceived learning outcomes for students whose learning style matches with the
instructional strategy?

Is there a difference in students’ effort and involvement for students whose learning style matches with the
instructional strategy?

Is there a difference in students’ perceived level of interaction for students whose learning style matches with
the instructional strategy?

Is there a difference in perceived learning outcomes for low field dependent learners in match and mismatch
instructional strategy situations?

Is there a difference in perceived learning outcomes for high field dependent learners in match and mismatch
instructional strategy situations?

Method
Instructional Context

The pilot study was conducted at a private university located in the northeastern United States with
graduate students enrolled in an online graduate course entitled Design and Management of Distance Education.
This investigation focused on determining if students who were classified as low or high field dependent perceived
different types of instructional strategies differently in an online instructional environment. Specifically, students
would be queried about their perceptions of learning outcomes, their effort and involvement in the activities, and
their level of interaction during the course.

The Design and Management of Distance Education course consisted of three modules. Each module was
delivered online using a different instructional strategy including, expository (presentation), collaborative (group
work), and inquisitive (discovery learning). All three units were experiential and generative in nature, requiring
learners to interact in different ways with the content to facilitate learning. On average, each unit was completed
over a four-week period.

Expository type of instructional strategy was utilized primarily to present module one content. Each student
read the assigned chapters in the course text, specified web pages, and power point slides regarding the growth and
development of the field of distance education. Students were then required to participate asynchronous discussions
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responding to initial question posted by course professor and at least two other postings from their peers supporting
their responses with references from readings. Finally students were required to write a reflection journal and
complete content quizzes.

Module two was presented using collaborative group work. Four teams of 3 to 4 students were established.
A case scenario was presented and each team was asked to design a prototype distance education course based on
specified criteria. A private discussion forum and workspace was made available to each team to support their
collaboration while completing the module. Throughout the module, each team was expected to submit status
reports, and a final instructional design report. Quality of the deliverables and level of participation were used as
evaluation criteria.

Inquisitive (discovery learning) types of strategies were used to present module three. Students were
prompted to explore methods, media, and materials in distance education, to identify most important points of their
implementation, and to prepare a mini presentation describing benefits and challenges of each. In addition to the
course text, and additional web links, students were expected to utilize other resources to prepare the mini
presentation. Then, students were expected to participate in a bulletin board discussion, write a reflection journal
describing the at least five web sources helping them to better understand on hot topic in distance education related
to methods, media, or materials. For example, if a student was curious about copyright s’he would explore the topic
and report findings back to class. Ultimately, students were prompted to respond to inquiries into, and learn about
distance education by investigating a variety of distance education areas of their own choice, and share their findings
with the class.

Subjects

The subjects included twelve graduate students registered for this course. Sixty-six percent of the students
were doctoral students and others were master degree students. Four students reported their technical skill as
advanced. The other eight studied described their technical skills as intermediate. Sixty-six percent of the students
had taken at least one online course before enrolling in this course. The results of the Psychological Differentiation
Inventory showed that 25% of the students were high field dependent and others were low field dependent students.

Instruments

In order to conduct this research a valid and reliable measure of learning style had to be secured that could
be implemented online. One such measure used for decades to study learning styles is the Group Embedded Figures
Test (GEFT) (Witkin et al., 1971). The GEFT is used for measuring field dependence and independence. However,
the use of this instrument is problematic for online environments because of the requirement to time participant
responses and because participants have to draw responses in a given booklet. Given that distributed nature of
students, the reliability of each participant completing the instrument per instruction is questionable. Therefore, the
investigator searched for a version of the instrument that could be implemented online. The Psychological
Differentiation Inventory (PDI), a questionnaire measure of field dependence was reconstructed as an online
questionnaire for this study and used to measure high field dependence and low field dependence of participating
learners. The PDI has good test-retest reliability (.69) and correlates (r = 0. 46 — 0.76) with Embedded Figure Test
which is frequently used as a single measure of field dependence (Evans, 1969).

In this research the evaluation system used to assess students’ achievements in each module included three
components. These components were (1) self-assessment of outcome, (2) individual effort and involvement, and (3)
interaction and feedback between and among the instructor and students (Robles & Braathen, 2002). The modified
version of Student Instructional Report II developed by John A. Centra in 1998 was used with permission to assess
components 1 and 2. This instrument contains five items for assessing perceived unit outcome of students, and three
items for assessing student effort and involvement. Returns indicated the student’s perception of the effectiveness of
each aspect of a unit to the same aspects in other units using a five-point scale. A rubric developed by Roblyer &
Wiencke in 2003 was used to assess the level of interactivity in each module by having students evaluate elements
of interactions including social goals, instructional goals, types and uses of technology, and impact of interactivity-
changes in learner behaviors.

Procedure

The Design and Management of Distance Education course consisted of three modules. Each module had
to be completed in order, and in a given time frame by all students. Data were collected after each unit was
completed. The online unit evaluation form at the end of each unit measured learner satisfaction and involvement
with the instruction specifically through (1) perceived unit outcomes, (2) student perception of effort and
involvement in the unit, and (3) student perception of interaction and feedback levels between and among the
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instructor and students during the unit (Roblyer & Wiencke, 2003; Centra, 1998). A java script was written for the
online unit evaluation form to ensure that students answered all questions before submitting it. Using java script
eliminated the risk of missing question response. Upon completing the online unit evaluation form, the data were
automatically emailed to the researchers.

Students also had to complete the online questionnaire version of the Psychological Differentiation
Inventory to measure their level of field dependence. A java script was also written for the online questionnaire
version of the Psychological Differentiation Inventory to ensure that students answered all questions on the
inventory. Researchers also received the results of the Psychological Differentiation Inventory through email.

Analysis
All data were ported into a statistical analysis package (Stata version 8.0) for later analysis. One way
analysis of variance was used to test the hypotheses that there were differences in students perceived learning
outcomes, students effort and involvement, and students’ perceived level of interaction when students learning style
matches with the instructional strategy, and to test whether one instructional strategy emerges with higher perceived
learning outcomes for online students who are categorized as high field dependent and low field dependent. All
statistical analysis reported in this research were conducted with a significant level of .05.

Results
Learning style
The results of the online questionnaire version the Psychological Differentiation Inventory revealed that
nine students were low field dependent and three students were high field dependents. The mean score for students
categorized as low field dependent was 19.55 (S.D. = 3.53) while the mean score for students categorized as high
field dependent was 26.33 (S.D. = 0.57) (see Table 2).

Table 2. Means and Standard Deviations for Students Categorized as Low Field Dependent and High Field
Dependent

Categories N Mean Standard Min Max
Deviation

Low Field 9 19.55 3.53 14 23

Dependent

High Field 3 26.33 0.57 26 27

Dependent

Matching Learning Style with Instructional Strategy

The first hypothesis stated that there would be no significant difference in the perceived learning outcomes
of students whose learning style matched the instructional strategy. The results of the one-way analysis of variance
supported this null hypothesis, F (2,18) = 0.11, p = 0.89 (see Table 3). No significant difference was found in the
perceived learning outcomes of students whose learning style matched the instructional strategy. Both low and high
field dependent students perceived learning outcomes in the three instructional strategies the same. Table 4 shows
the descriptive statistics for perceived learning outcomes of students whose learning style matched the instructional
strategy.

Table 3. Results of One-way Analysis of Variance for Perceived Learning Outcomes of Students whose Learning
Style Matched the Instructional Strategy Used to Present the Online Course Module

Source Sum of Squares D.F. Mean Squares F ratio F Prob.
Between groups .18031733 2 .090158665 0.11 0.8947
Within groups 14.4977771 18 .805432064
Total 14.6780945 20 733904724

Table 4. The Descriptive Statistics for Perceived Learning Outcomes of Students whose Learning Style Matched the
Instructional Strategy

Matched Group Instructional Strategy Mean N S.D. Min Max
Low Field Dependent  Expository 371 9 085 2 5
Low Field Dependent  Collaborative 355 9 088 2 5
High Field Dependent Discovery 346 3 1.1 24 46

13



The second hypothesis stated that there would be no significant difference in the effort and involvement of
students whose learning style matched the instructional strategy used to present the online course module. The
results of the one way analysis of variance supported this null hypothesis, F(2,18) = 1.02, p = 0.37 (see Table 5). No
significant difference was found in the effort and involvement of students whose learning style matched the
instructional strategy used to present the online course module. When low and high field dependent students’
learning styles matched three types of instructional strategies used in the study, low and high field dependent
students reported they put equal effort and involvement to instructional activities. Table 6 shows the descriptive
statistics for the effort and involvement of students whose learning style matched the instructional strategy.

Table 5. Results of One way Analysis of Variance for Effort and Involvement of Students whose Learning Style
Matched the Instructional Strategy Used to Present the Online Course Module

Source Sum of Squares D.F. Mean Squares F ratio F Prob.
Between groups 1.06779522 2 .533897609 1.02 0.3795
Within groups 9.39358058 18 521865588

Total 10.4613758 20 .52306879

Table 6. The Descriptive Statistics for the Effort and Involvement of Students whose Learning Style Matched the
Instructional Strategy

Matched Group Instructional Strategy Mean N S.D. Min Max
Low Field Dependent  Expository 371 9 0.5 3 4.4
Low Field Dependent  Collaborative 381 9 0.64 3 5
High Field Dependent Discovery 313 3 141 1.6 44

The third null hypothesis stated that there would be no significant difference in the perceived level of
interaction of students whose learning style matched the instructional strategy. The results of the one way analysis of
variance supported this hypothesis, F(2,18) = 0.03, p = 0.97 (see Table 7). No significant difference was found in the
perceived level of interaction of students whose learning style matched the instructional strategy. Low and high field
dependent students perceived their level of interactivity same for all three types of instructional strategies used in
these modules. Table 8 shows the descriptive statistics for the level of interaction perceived by students whose
learning style matched the instructional strategies.

Table 7. Results of One-way Analysis of Variance for Perceived Level of Interaction of Students whose Learning
Style Matched the Instructional Strategy Used to Present the Online Course Module

Source Sum of Squares D.F. Mean Squares F ratio F Prob.
Between groups .054603198 2 .027301599 0.03 0.9703
Within groups 16.2755553 18 904197518
Total 16.3301585 20 .816507926

Table 8. The Descriptive Statistics for the Level of Interaction Perceived by Students whose Learning Style Matched
the Instructional Strategies

Matched Group Instructional Strategy Mean N S.D. Min Max
Low Field Dependent  Expository 3822 9 092 26 5
Low Field Dependent  Collaborative 377 9 095 266 5
High Field Dependent Discovery 366 3 10 26 4.6

One Superior Instructional Strategy

The fourth null hypothesis stated that there would be no significant difference in the perceived learning
outcomes for low-field-dependent learners in match and mismatch instructional strategy situations. The results of the
one way analysis of variance supported this null hypothesis, F(2,24) = 0.19, p = 0.82 (see Table 9). No significant
difference was found in the perceived learning outcomes of low-field-dependent students who completed three
online course modules. The characteristics of low field dependent students showed match with expository and
collaborative type of instructional strategies, and mismatch with discovery type of instructional strategies. Statistical
analysis showed no significant difference in the perceived learning outcomes of low field dependent students in
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match and mismatch instructional strategy situations. Table 10 shows the descriptive statistics for the perceived
learning outcomes for low field dependent learners in match and mismatch instructional strategy situations.

Table 9. Results of One-way Analysis of Variance for Perceived Learning Outcomes of Low-Field-Dependent
Students in Match and Mismatch Instructional Strategy Situations

Source Sum of Squares D.F. Mean Squares F ratio F Prob.
Between groups .234073991 2 117036996 0.19 0.8286
Within groups 14.8266668 24 617777781
Total 15.0607407 26 .579259259

Table 10. The Descriptive Statistics for the Perceived Learning Outcomes for Low Field Dependent Learners in
Match and Mismatch Instructional Strategy Situations

Low Field Dependent Instructional Strategy Mean N S.D. Min Max
Learners Match and Mismatch Situations

Match Expository 371 9 085 2 5
Match Collaborative 355 9 088 2 5
Mismatch Discovery 377 9 058 3 4.8

The last null hypothesis stated that there would be no significant difference in the perceived learning
outcomes for high-field-dependent learners in match and mismatch instructional strategy situations. The results of
the one way analysis of variance supported this null hypothesis, F(2,6) = 0.13, p = 0.88 (see Table 11). No
significant difference was found in the perceived learning outcomes of high-field-dependent students who completed
three online course modules each of which used different instructional strategy. Perceived learning outcomes of high
field dependent students did not change when they were taught with different instructional strategies matching and
mismatching their characteristics. Table 12 shows the descriptive statistics for the perceived learning outcomes for
high field dependent learners in match and mismatch instructional strategy situations.

Table 11. Results of One-way Analysis of Variance for Perceived Learning Outcomes of High-Field-Dependent
Students in Match and Mismatch Instructional Strategy Situations

Source Sum of Squares D.F. Mean Squares F ratio F Prob.

Between groups .267654316 2 133827158 0.13 0.8824
Within groups 6.28740728 6 1.04790121
Total 6.5550616 8 .8193827

Table 12. The Descriptive Statistics for the Perceived Learning Outcomes for High Field Dependent Learners in
Match and Mismatch Instructional Strategy Situations

High Field Dependent Instructional Strategy Mean N S.D. Min Max
Learners Match and Mismatch Situations

Mismatch Expository 366 3 094 26 44
Mismatch Collaborative 388 3 1.01 3 5
Match Discovery 346 3 1.1 24 46

Discussion and Conclusion

Delivering instruction on the Internet has become very popular in recent years. Often face-to-face courses
are converted to online course activities and materials with little thought of learners’ preferences for instruction.
Understanding the effects that learning styles and learners’ perceptions of engagement in online environments have
potential to improve the planning, producing, and implementing of online educational experiences. Thus, learning
styles can be utilized to enhance students’ learning, retention, and retrieval (Federico, 2000). This study provides
insight into the relationships among learning style and instructional strategies used in online environments.

The statistical analysis revealed no significant differences among three match situations for low and high
field dependent students. When the characteristics of low and high field dependent students matched with
instructional strategies, match groups did not show any statistically significant difference in their perceived learning
outcomes, their perceived effort and involvement in units, and level of interactivity that they perceived during the
unit. This result showed that when low and high field dependent students receive instruction utilizing instructional
strategies matching their characteristics, they gain equal learning benefits from the instruction. Using expository and
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collaborative type of instructional strategies for high field dependent students, and using discovery type of
instructional strategies for low field dependent students in online courses provided equal benefits for students in
terms of their perceived learning outcomes, their perceived effort and involvement, and level of interactivity that
they perceived in the class. However, considering the fact that mean scores of students for match situations were
more than the average score, matching instructional strategies with low and high field dependent learners appears to
show some positive effect on student learning. Online course instructors may utilize expository and collaborative
types of instructional strategies for high field dependent students, and discovery types of instructional strategies for
low field dependent students to make the instruction more appealing and effective. Ultimately online students may
gain more learning benefits from the course in terms of their perceived learning outcome, their effort and
involvement, and level of activity that they perceive in the online class.

The results also revealed that there is no single superior instructional strategy for high and low field
dependent students among the three types of instructional strategy used in the study. The characteristics of low field
dependent students matched expository and collaborative instructional strategies and mismatched discovery type of
instructional strategies. When low field dependent student groups were statistically compared, no significant
differences were detected for three constructs used in the study. Matching and mismatching instructional strategies
for low field dependent students did not affect students’ perceived learning outcome, their perceived effort and
involvement in units, and level of interactivity that they perceived during the unit. Similar statistical analysis was
conducted for high field dependent students whose characteristics matched discovery type of instructional strategies
and mismatched expository and collaborative type of instructional strategies. However, statistically no significant
results were found for high field dependent students as well. Results of this study showed that utilizing expository,
collaborative, and discovery types of instructional strategies to design online courses provided almost equal learning
benefits for low and high field dependent students.

Although, this pilot study provided valuable information on gathering learner style information from online
learners, results of the study should be interpreted with caution. These findings may have been due to a number of
factors. Finding no significant results could have been due to small number of subjects. Considering the fact that
there were twelve-subjects involved to the study and only three subjects were categorized as high-field dependent
individuals, more subjects are required to validate the results of this pilot study. There appears to be other factors
that may have affected the results of the study. Existing course structure may not have provided pure experiences in
different instructional strategies. Furthermore, the time allocated to complete units was not same so it may have
influenced the experiences of students in three units. Finally the content of units were different so the content may
have influenced the level of effort that each student put into completing units.

Future researchers should consider testing environments that do strictly follow instructional strategy
guidelines to confirm these findings. Researchers should also consider testing other learning style instruments and
instructional strategies in their future research. Although no significant differences were identified in this study,
there is much to learn about how individuals interact and learn in online environments.
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Capturing Rehearsals to Facilitate Reflection

Meltem Albayrak
Brian K Smith
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Introduction

Many learning environments involve rituals for rehearsal and reflection. Musicians, for instance, spend
countless hours practicing scales and adjusting their bodies to increase their skills. But they do more than simply
practice: They also play for instructors and others who can provide valuable critiques of their performances.
Architectural design studios encourage students to create designs and share them with experts and peers in organized
“crit” sessions that point out good and bad aspects of their work. Athletic coaches often watch videos of games with
their players to reflect on issues for improvement. In all cases, there is a cycle of skill rehearsal followed by periods
of critical reflection to understand successes and failures, ultimately to improve future performance.

Much of reflection is about making tacit knowledge and routines explicit so they can be analyzed and
promote self-awareness or “knowledge-in-action” (Lin et al., 1999; Schon, 1983). In the above examples, these
reflections are partially facilitated through concrete artifacts that capture aspects of past performance. Musical
sessions can be recorded to tape, architecture students create drawings and models, and athletes use video when
reflecting on their skills. Otherwise transient actions and performances are captured and made explicit as concrete
artifacts for reflective thinking and learning.

Our research considers the importance of making actions into artifacts for reflective thinking. In particular,
we will describe ongoing efforts to develop computer-based visualizations for diabetes health management.
Approximately 17 million American suffer from diabetes (NIDDK, 1998), and those numbers continue to increase.
The disease cannot be cured, but it can be managed through insulin and oral medications and changes in diet and
exercise habits. We are focused on the latter part of diabetes self-management, the regulation of daily routines to
prevent abnormal blood sugar levels that could lead to future health complications.

Most diabetics carry and use glucose meters, small, handheld devices that measure and report current blood
sugar levels. These technologies are critical to diabetic lifestyles, as they present physiological data to help people
see how they are dealing with the disease. Our research tries to add additional information to glucose meters by
helping diabetics explore questions about why their sugar levels are normal or abnormal during the day.
Specifically, we developed a computer-based visualization for displaying glucose meter data that makes patterns of
regularity (or irregularity) explicit to its users. The hallmark of these visualizations is the use of color to provide
global overviews of high, low, and normal blood sugars over extended periods of time.

Beyond visualizing physiological data, we have diabetics take photographs of their daily activities,
focusing on things that might impact their blood sugar levels. These images are integrated into the computer
visualizations to contextualize the numerical data. Our hypothesis was that diabetics could begin to engage in
reflective thinking around their health practices when provided with visualizations that point out potential
correlations between blood sugar levels (captured by glucose meters) and behaviors (captured in photographs).

We will report results from a recent study of the use of visualizations of behavioral and physiological data to
enhance the aspects of reflection stated in findings

Definitions of Reflection

Reflection has been defined differently by different people. Before analyzing our study data we considered
the following definitions.

In a chapter in How We Think (1997), entitled “What is Thought?”. Dewey defines and emphasizes the
importance of reflective thought. Reflective thought is one of the four senses of thought: the process of accepting a
belief after deliberately seeking and examining its grounds. Reflection involves the consequences of ideas rather
than merely a sequence of ideas. Each created idea is a link in a chain of ideas. The important consequences of
beliefs or behaviors might force one to consider the reasons for these and come to a “reasoned conclusion”.
Reflective thought is the “active, persistent, and careful consideration of any belief or supposed form of knowledge
in the light of the grounds that support it, and the further conclusions to which it tends” (Dewey, p. 6). Reflective
thinking has two elements or subprocesses: “a state of perplexity, hesitation, doubt” and an investigation to confirm
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or refute the further facts (Dewey, p. 9). In other words reflective thinking starts with facing a problem or
questioning and then continues with efforts at solving the problem by reasoning. The process ends with a reasoned
conclusion which would be the start of another reflective thinking process. Dewey concludes that reflective thinking
“... means judgment suspended during further inquiry; and suspense is likely to be somewhat painful.” (1997, p. 13)

Schon’s definition of reflection comes with the following terms: knowing-in-action, reflection-in-action
and reflection on action-in-action. Knowing-in-action refers to the kind of knowing that is revealed in our intelligent
action while executing a spontaneous performance (Schon, 1987). This is a kind of action that cannot be verbalized.
The knowing occurs in the action as a response to an unexpected outcome. The unexpected outcome can be result of
anything that does not happen as a part of routine. Further knowing-in-action may help us to reflect on the
unexpected outcomes of daily routine and take an in action. For example, automatically steering a bicycle to the left
in order to maintain balance whenever the bicycle tilts to the left is an example of reflection-in action, The action
which occurs in that present moment as a response to the unexpected results from and demonstrates knowing-in-
action. During an action, we still can make a change to the situation and our thinking serves to reshape what we are
doing while we are doing. In cases like this, we reflect-in-action, “thinking on our feet” (Schon, 1983, p. 54). For
example one bikes to the left naturally when the bike tilts to the left at the moment of in-action. When we think back
to see how our knowing-in-action helped us respond to the unexpected situation, then we are reflecting on action.
Reflection on action can help reveal our own theories as well. When one finds himself experiencing puzzlement, or
confusion in an uncertain or unique situation, “he reflects on the phenomena before him, and on the prior
understandings which have been implicit in his behavior (Schon, 1983, p. 68). This experience results in generating
“both a new understanding of the phenomena and a change in the situation” (Schon, 1983, p. 68).

Self-reflection and reflection are the terms defined as a part of self-regulated learning (SRL) by
Zimmerman and Pintrich (Puustinen & Pulkkinen, 2001). Zimmerman (1998) defines self-regulated learning as a
cyclical process which has three components: forethought, performance and self-reflection. Each of these
components support each other in a sequence. Further more specifically self-reflection has four types of processes:
self-evaluation, attributions, self-reactions and adaptivity. As one of the initial processes during self-evaluation, one
compares self-monitored information with a goal. Self-evaluation leads one to attributions of reasoned conclusions.
Attributions lead one to self-reaction and also to adaptation to the performance. Similarly, Pintrich’s SRL definition
has reflection as one of the four phases, whereas the first three are forethought, monitoring, control and reflection
(Puustinen & Pulkkinen, 2001). More “reflection includes cognitive judgments, affective reactions, making choices
and task and context evaluation”.(Puustinen & Pulkkinen, p. 274)”

Study described

Specifically, our study involved six type I diabetics and one type II diabetic. This group took photographs
of their everyday activities for a month and met with us weekly to discuss their health, using their visualized data as
a conversational prop (Brinck & Gomez, 1992; Roschelle, 1992) for reflection.

They were given small digital cameras and asked to take pictures of diabetes-related behaviors. The
diabetics were free to decide what they would take pictures of. We suggested that they might take pictures of their
meals and exercise activities. In their daily activities they were testing and monitoring glucose results by using a
digital glucose tester.

Before each weekly meeting, we uploaded the glucose data and the pictures to the computer. Then we
displayed the data with software which was created for this purpose (see Figure 1 and 2). With this interface we
could see the glucose results and diabetes-related activities, captured in pictures, accompanied by a record of the
time and day. For the glucose results, color codes were used in order to facilitate an easy and quick grasp of glucose
patterns. The colors represented ranges of blood sugar levels as follows:

e Dark blue: 0-39

e Lighter blue: 40-80

e QGray: 81-120

e Red: 121-140

e Dark Red: 141 and higher
The data for the entire period were displayed and then we posed questions to facilitate reflection. When necessary,
the pictures were magnified (see Figure 3).

What follows is a discussion, based on preliminary data analysis, of the experience of the participants and
how it helped them reflect.
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Findings

Schon claims that his examples of a baseball pitcher who reflects on “winning habits” and a jazz musician
who reflects on the experience of making music, show that “reflection tends to focus interactively on the outcomes
of action, the action itself, and the intuitive knowing implicit in action” (1983, p. 56). In our study, participants were
invited to focus on the outcomes of activities related to being diabetic, activities by themselves and the intuitive
knowing implicit in activity. Before taking photos of activities they had to focus on the outcomes of the activities
related to diabetes. For example, how does this exercise affect my glucose? Most of them took pictures of their
meals and exercise activities such as walking and weight-lifting. In the process of capturing activities the participant
experiences the intuitive knowing implicit in the activity. The participant makes this implicit knowledge explicit in
two ways. The participant makes the knowledge explicit by communicating via visual representations of captured
activities, photos and also by talking about them later on during the interviews. The knowledge is received by two
parties: the participant and the interviewer who in some cases could be a health care person or physician.

Following we will introduce our preliminary data results associated with these phases.

Participants’ awareness about what to do was extremely variable. Most of the participants know what to do in
general for their health care. P108, who was an athletic, had already come to an understanding through past
experience of what affects her blood sugar and how to deal with it by correlating her eating and exercise. She had
been exercising couple of times per a week since her childhood. She kept log books recording of what she ate and
what she did for exercise. She thinks she does not have room to improve much. In other words, she does not have
much confusion in her diabetes-related life. However she still is not sure about some blood sugar changes that
specifically occur due to exercise. She still has not found the reasons of this. This is still a puzzle to her. When we
asked what she learned about herself during the study, she answered:

“...Idon’t think I learned anything new...because I am an athlete and I have been at least recently really
looking at my diabetics what affects it and how to change it, kind of understanding myself more what the exercise
does to my health aham I think I have already gone that process but if maybe the other people haven’t aham that
they don’t really understand what affects it as much it might help them for a better understanding. Since I wrote
down everything I eat what insulin I take, I can sort of already look back and see what affects more...I have a basic
understanding but some things are still different like I said exercise will kick in at strange times, some times directly
after sometimes later which I am still trying to figure out...for some reason one day my body would kick in earlier
or later” (P108, interview4, conscious, 1:36)

On the other hand some of the participants still did not know what causes what. They were still in
confusion or hesitation. And knowing the reasons for changes could be helpful for P106.

“...T'hope to see what it is causing me to get high blood sugar...but if | see what is causing me that would definitely
be direction...” (P106, interview1, conscious, 20:03)

Even though they know, what they do or they do not do to manage their diabetes has already become part
of their daily routine. They may not be thinking about their diabetics-related experiences enough because they have
become repetitive practices embedded in their daily routines. For example, Schon (1983, p. 61) mentions that when
practice becomes more repetitive and routine, knowing becomes sufficiently implicit and natural that the practitioner
may miss important opportunities of careful consideration of what he is doing. By asking participants to capture
their diabetes-related behaviors, we invited them stand outside of their routine lives and think actively, persistently
and carefully about what they are doing for their health care as they are doing it (thinking on their feet). As a result
of experiencing their lives out of their routine by wearing different lenses which comes with the study requirement,
capturing behaviors, they could reveal their knowing-in-action and then reflect in-action.

For example P109 was not sure about the reasons for his high glucose measures and he was having
suspended judgment:

«...I think with this really high one I had a big dinner that evening that could have been of the causes of
that...aham I know for most of the high ones they come after meals...that could be something to do with eating a
meal right before that that could be why they are high...” (P109, interview1, conscious, 24:58)
and he was reflecting-in-action by facing the problem that needs to be fixed but not having the solution/ response
yet:

“...I think now looking at the blood sugars that there are a lot of higher ones which something needs to be
fixed...” (P109, interview1, conscious, 27:02)

While monitoring the two-week data on our second interview, he continues reflection-in-action,
advantageously, this time he realizes some patterns on his high glucose results in the mornings and questions the
reason. He wants to know the reason. This is still reflection-in-action, investigation, since there is an inquiry but he
does not respond to the problem yet.
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“...I think I need to trying get my blood sugar under control especially in the mornings. I have to figure out
what is causing that.” (P109, interview2, conscious, 56:37)

P107 started living a different life when she left home and became a college student. This new life brought
her some perplexity and suspended judgment regarding her diabetes management. We can see her experience of four
phases at the same time: doubt, context evaluation, making choices and changes.

“...(her doctor) said they should have nutrition facts up there stuff, they do have that for a lot stuff but I eat
a lot at the salad bar and they don’t have that stuff up so unless I go and bug somebody in. I tried to looking up on
the Internet...now just trying judging...now I am trying...I better go low then high but it is hard to the fact that at
home I think I could manage my diabetes better...here my schedule I mean everything is so different every day is
different and I am walking everywhere so that’s why it is much easier to control at home...” (P107, interview 1, as a
student-nutrition, 16:29)

“...I have been a lot more conscious about how to cover my meals...they don’t have carbs in the dining
hall...so I am trying to guess and it is the reason why sometimes it is high or low...so I have been trying to eat more
regular salad dressing not fat-free” (P107, interview1, conscious, 04:17)

Choosing the regular salad dressing shows her solution. She has a problem and responds to that problem
while it is occurring. She is reflecting-in-action and also making choices and changes.

Monitoring the glucose data and captured activities supported the participants on their investigation. For
example both P109 also P110 observe how their eating amounts affect their blood sugars by monitoring the patterns
on the visualized and color-coded data. They noticed that their glucose level was high in the mornings as well.
More, some of them stated some new understandings of their life:

It was interesting to see what kind of habits I have. Maybe I realized what I should do a little bit
more...Like I really never thought about sleeping how it affects my sugar...” (P105, interview4, conscious, 36:27)

“...this is interesting because I don’t usually view as stress affecting me much but you guys said anything
affect my blood sugar level that I could feel it...like affecting me and I don’t usually give that much” (P106,
interview1, conscious, 10:14)

“...Ijust became more aware like at the gym...this is first time I kept a log book for a long time it kind of
helps seeing the pattern...”(P107, interview3, conscious, 12:21)

Monitoring also helped for realizing some habits, self-evaluation and followed with confirming the fact:

“...Itook a picture of glucose tablets...aham let me see...geez I don’t why I ate glucose tablets. I just eat
them sometimes when I feel low...well that’s even normal to deal with ...we (then he sees the pictures and says)
yeah I am actually starting to remember this day I ate a lot...I ate what ever I want...then I try to compensate with
extra insulin which is not good idea I am trying to learn more on that, me myself...” (P106, interview3, conscious,
30:30)

After investigation confirmation emerged. Some participants noticed or confirmed that different kinds of
exercising such as walking versus weight lifting affects blood sugar drops differently. For example P108 mentioned
that weight lifting kind of activities affect later rather than just immediate after. She already had an awareness of
that. On the other hand P109 was not sure of this and had an idea about that when questions prompted him to see a
correlation:

“...maybe weight lifting is affecting the next day more than the same day...” (P109, interview4, conscious,
45:47)

“...Ithink we saw a connection between exercise and the next day blood sugar seems to be lower in the
morning the day after exercise. I think it is one pattern that we saw. Seems that if I have a big dinner I don’t know
how to adjust (?)...”(P109, interview4, conscious, 51:05)

When asked to provide the reasons for the fluctuations by monitoring the data, one participant responded,

“...Aham there could be a lot of different reasons of that. For instance if | am taking the insulin or I am
taking too much insulin or eating I have noticed depending on what eat has different effects. like if I eat pizza or
something the effects of that don’t really impact me until like two hours later.” (P111, interview 3, measures-
fluctuations, 36:46)

In the fourth interview when the color-coded data viewed P111 realizes changes:

“...I'see a significant improvement in the back last five days...”
and then he comes to some conclusions when he is asked to see the connection between his exercise and blood
glucose data:

Interviewer 1: “...when you look all overall this data and do you see connection between your exercise and
blood glucose data?”

P111: “definitely”

Interviewer 1: “how?”
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“...aham I think (?) last week (?) shows and from when I work as well shows that my blood glucoses
decreases dramatically so if it doesn’t decrease dramatically immediately if it doesn’t immediate effect like from
running or something aham symptoms of it will definitely show up in the morning rather than at night and from I
think from work since work is usually a longer period than a few hours you see the results of working of when I
finish working my work I test my blood and you see the results...” (P111, interview 4, reflection-on, 22:48)

Ultimately, some participants reported some changes or considerations of changes in their life. After they
responded to the problem and then reflected on that. Some participants increased their exercise with more walking
or decreased eating non-recommended food. For example P111 stated that he stopped eating ice cream, or P110 tried
to increase his exercise (walking) and decided not to eat late at night. P111 is talking on the experience of the study:
“...it was definitely a positive experience just because of the fact that I just had to be consciously aware of yeah I
need to take picture of this and sometimes it is a horrible (deter?) but sometimes I think that ‘do I really need to eat
this?’because I am gonna take picture of it. I think it it definitely helped just making me conscious of what I eat...”
(P111, interview4, DPS-taking pictures-stops more eating, 31:19)

Interviewer 1 follows: “Do you think it affected your choices of eating?”

“...yeah a few times it did...like for instance this whole past last two months like I have not eaten any ice-cream
which is very weird considering that I love ice-cream and I am in the Penn State (referring the popular ice-cream
place)...” (P111, interview4, DPS-taking pictures-stops more eating, 31:19)

“...I have improved the numbers (blood results)...it is definitely worked a lot...” (P106, interview4,
conscious, 43:31)

Interviewer 1 asks: “This experience have helped your health?”

“...this just made me realize [ am pretty out (?) of control now...so many little things make big
differences...I am trying to get under control I guess...” (P107, interview4, conscious, 4:00)

Limitations and Conclusion

One of the limitations was the interviewers’ lack of expertise on the content. The interviewers were not
health experts, so that could have decreased their ability to see the correlations between the data and the disease.
Further, some questions asked by the interviewers to facilitate seeing the impact and correlation could affect the
statements given by the participants. More the tendency of pictures on the subjects of eating and exercise could have
been the result of examples given by the researchers at the beginning of the study. In addition to these, we had some
technology-related limitations. The camera was forgotten or inconvenient to carry for some participants. One
participant mentioned that it would be better to have camera and the monitor together in one tool, since she already
has to carry the monitor. Also a few comments were made about how difficult it is to communicate everything by
taking pictures. One participant found writing log books easier while some others found taking pictures easier.

Further applications and research of this study might be in various areas for various purposes. In general,
this could be used for reflection processes as a path to improvement. Facilitating active, persistent and careful
consideration of lived experiences by thinking about captured and monitored activities might help one to improve.
We can see applications in health for complex disease diagnosis, adaptation and management. The study also has
broader educational applications because it describes and evaluates a form of self-regulated learning.
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Graphics
Figure 1: Glucose results on color-coded chart
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Figure 2: Glucose results and pictures taken
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Figure 3: A magnified view of a picture
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Communities of Practice as Organizational Knowledge Networks

Stephanie Allen
Brigham Young University

Abstract

As the amount of critical information in companies continues to burgeon and employees’ knowledge is
heralded as an organization’s key competitive advantage, knowledge management has become a compelling
workplace topic of discussion. Communities of practice have recently been recognized as effective means for
organizations to manage their knowledge. In order to determine how virtual communities of practice serve as
knowledge management vehicles, the authors of this paper conducted a study on virtual communities of practice
within twelve large, international companies by interviewing virtual community of practice builders and leaders
within these organizations. This paper reveals the study’s findings. It outlines specific ways that organizations can
benefit from sponsoring virtual communities of practice. It also identifies factors that community builders and
leaders can influence to ensure a VCoP'’s success as a knowledge management vehicle.

Introduction

In our current age where information and knowledge are recognized as key ingredients for success and
competitive advantage (Goldwassar, 2001), employees’ knowledge, skills, and ideas are often considered to be
companies’ most valuable assets (Schwen, Kalman, Hara, & Kisling, 1998; Stewart, 1997). As the pressure to
manage knowledge has become more and more pronounced, companies are undertaking major initiatives to protect
and preserve it (Wenger, 1998). Accordingly, much literature has been dedicated to knowledge management (Blunt,
2001; Davenport & Prusak, 1998; Hamel & Prahalad, 1994; Kelly, 1998; Schwen et al., 1998; Sharp, 1997; Pfeffer
& Sutton, 2000; Wenger & Snyder, 2000).

Proponents of knowledge management primarily recommend two ways of capturing and managing an
organization’s knowledge (Hansen, Nohria, & Tierney, 2001; Schwen et al., 1998). One recommended way to
manage knowledge is to codify, index, and warehouse the information (Davenport & Prusak, 1997; Davenport &
Prusak, 1998; Nonaka & Takeuchi, 1995; Schwen et al., 1998). This method is known as the codification means of
managing knowledge (Hansen et al., 2001). Another recommended way to manage knowledge is to have the people
who generate, refine, share, distribute, and use the knowledge actively manage it (Brown & Gray, 1995; Davenport
& Prusak, 1998; Pfeffer & Sutton, 2000; Wenger, 2000). This method is known as the personalization means of
managing knowledge (Hansen et al., 2001). A number of individuals who promote actively managing knowledge via
people recommend using informal workplace learning networks, like communities of practice as knowledge
management vehicles (Masterson, 2002; Pfeffer & Sutton, 2000).

This paper describes and discusses the findings of a study that reveals specific ways that virtual
communities of practice can benefit individuals and organizations by helping them manage their knowledge more
efficiently. To place the research in context, communities of practice are first introduced and discussed as
knowledge management vehicles. An account of the research methodology follows, along with a general description
of the study findings. The findings are then discussed in detail in terms of gains that individuals and organizations
realize from participating in and sponsoring VCoPs. The paper concludes with suggestions of how this research
contributes to the field.

Communities of Practice as Knowledge Management Vehicles

Communities of practice (CoPs) are comprised of members who communicate one with another to generate
and share knowledge and expertise. They function as an interdependent network over an extended period of time,
with the shared goal of furthering their ‘practice’ or doing their work better (Wenger, 1998). Many CoPs operate
virtually because community members live and work around the globe, relying on various technological means to
communicate with one another. These CoPs are often called virtual communities of practice (VCoPs).

Existing research on communities of practice indicates that they have been found to help employees
acculturate themselves into an organization (Chao, 2001; Gregory, 1993) develop a work-associated identity (Hara,
2000; Yi, 1999), teach them skills to get their work done more efficiently (Brown & Gray, 1995; Sharp, 1997),
motivate them to do their work (Barab & Duffy, 2000; Bradsher & Hagan, 1995), and improve their individual job
performance (Allen, 2003). However, literature relating the individual and organizational impact of CoPs to
knowledge management is limited.
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Wenger and Snyder (2000) reported that CoPs have helped several organizations improve their overall
performance, enhance their communication structure, and support their goals. However, beyond a few individual
case studies and Wenger and Snyder’s case study synthesis, little research focuses on the ways that CoPs facilitate
knowledge management within organizations. In order to learn more about the ways that CoPs, and particularly
VCoPs, help organizations and individual VCoP members manage their knowledge, a study was conducted on
VCoPs within large corporations, government organizations, and educational institutions.

Research Methodology

The research team utilized interviews as the primary research data source because they are a key means of
gathering qualitative case study data (Stake, 1995; Yin, 1994). They used a survey as a secondary research data
source. The researchers collected the study data in two phases. They interviewed VCoP builders and leaders in phase
one. During phase two, the researchers collected data from VCoP participants via a web-based survey. Prior to
starting each phase, the researchers pilot tested and validated the data collection instruments with a small group of
selected potential participants to ensure that the collected data would be reliable and valid.

The research participants involved in phase one consisted of twenty-five builders and leaders of virtual
communities of practice from thirteen organizations. These organizations were primarily large, global companies
who provide a wide range of products and services, such as financial services, microprocessor chips, technology
services, training, health care services, consumer products, and insurance. The interviewees were carefully screened
before they were interviewed to ensure that the virtual communities of practice they lead or built adhered to the
theory and practices of community of practices. Once the VCoPs’ legitimacy was established, formal interviews
were conducted via 60-90 minute telephone conversations. These interviews were recorded and later transcribed
The interviews addressed all aspects of VCoPs in order to gain a holistic understanding of their utilization. Some
interview questions focused around discovering why VCoPs exist within organizations, what kind of “work” they
do, and how they get started. Other questions attempted to ascertain how VCoPs impact the flow of data,
information, and knowledge throughout their organizations. For example, interviewees were asked to identify and
explain how the communities of practice served as forums to create and disseminate knowledge throughout their
organizations.

During the second phase, the research team used the data gathered in phase one to create a web-based
survey that was distributed via e-mail to participants of VCoPs in forty organizations. Approximately 150 virtual
community of practice members responded to the web-based survey. The survey respondents worked for financial
institutions, microprocessor chip manufacturers, technology services companies, training providers, health care
providers, consumer product developers and distributors, insurance providers, and various other corporations. The
survey questions focused around discovering why participants join and participate in VCoPs, what factors contribute
to a VCoP’s success or failure, what learning medium participants prefer for various types of learning and
information exchange, and how learning in VCoPs compares to learning via more formal training methods. The
web-based survey software automatically captured the participants’ responses.

Findings

In general, the findings indicate that individuals and organizations can receive substantial knowledge
management-related benefits from participating in and sponsoring VCoPs. The interviews with VCoP builders and
leaders and survey responses uncovered a wide range of explicit and tacit knowledge about virtual communities of
practice. The interviewees articulated how the VCoPs actually perform in applied contexts and explained the
benefits they provide to their members and to the organizations that sponsor them. The survey data revealed ways
that members believe VCoPs can significantly help individuals learn, manage their knowledge, and perform their
jobs better.

Ways that VCoPs Benefit Individual Members

During the course of the study, the data provided both by VCoP builders and participants suggest that
VCoPs benefit members by helping them do their jobs better, support their learning process, and extend or share
their knowledge with one another. In their interview responses, builders of various virtual communities explained
how VCoPs support their members’ learning processes. For example, one VCoP builder stated:
[VCoPs] form because that’s how people actually learn. That’s how they share information, share resources... ask
questions, get answers to those questions, and so forth. This is how people really do work and we in the training
world, since that is where I’m coming from, we often look from an educational training perspective that most
learning goes on in the classroom, but the reality is obviously that it doesn’t. Most of it goes on in the workplace...
most of the real critical learning goes on in the workplace.
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In general, the study data suggest that VCoPs help employees learn by situating learning in the workplace, providing
just-in-time and context-specific solutions to problems, and increasing employee interaction.

VCoPs Situate Learning in the Workplace

Recent research shows that employees often learn more in the workplace than they do in formal training
environments because they fail to transfer and implement formal training into their jobs (Gilbert, 1978; Mager,
1992; Sorohan, 1993; Stolovitch & Keeps, 1999). VCoPs are valuable on-the-job learning environments because
they are situated in employees’ immediate work setting. One VCoP builder stated that “a community of practice is a
better vessel even to do training [than formal training environments] because it’s done within the situation of the
work [they’re] doing.”

VCoPs Provide Just-in-time Solutions to Problems

VCoPs also provide a context where individual members gain access to people and resources that can help
them solve their problems by viewing their problem from multiple perspectives and generating numerous problem-
solving ideas. In other words, VCoPs provide a way for members to discover solutions to problems when they are
most needed — just in time and in their own unique context. This significantly increases employees’ performance
capabilities.

As part of the web-based survey, VCoP members were asked to identify the benefits they personally gain
from participating in virtual communities. In response to this question, 99% of participant responded that “job skills
and knowledge” were the most important benefits. Approximately 84% of participants also indicated that VCoPs
provide “excellent problem solving resources.” The percentages of these responses clearly suggest that people join
and participate in VCoPs to “gain knowledge and skills” and to “access resources” that will empower them to make
better decisions.

VCoPs Increase Employee Interaction

VCoPs also benefit individual members because the group structure of VCoPs allows members to share
information and engage in learning activities with peers. The increased peer interaction then leads to an increase in
the members’ knowledge retention and stronger relationships across the organization. This is particularly true when
VCoPs involve people from across the organization, around the world, and different job descriptions and
specializations. Because of these variations, the input and connections made by VCoP members unite employees and
help them gain a sense of purpose and awareness that their individual efforts contribute to organization-wide
strategies. In this way, community participation and interaction reduces both hierarchical and geographical
boundaries and increases employee unification.

In a related survey question, VCoP participants selected their top three reasons for participating in virtual
communities. Participants selected their reasons from a variety of responses related to relationship building,
productivity, status, and motives. In response to this question, the participants indicated that developing
“professional relationships with other community members” is their top reason for participating in VCoPs. This
response specifically relates to knowledge management because developing professional relationships with other
VCoP members is a key step in transferring knowledge among members. Also, when members exchange
information and aid one another in solving problems, the overall productivity of the community increases. This
increase in job-performance implies that employees are learning how to do their jobs better.

The benefits of situating learning in the workplace, providing just-in-time and context-specific solutions to
problems, and increasing employee interaction were reinforced by a final question from the web-based survey,
which asked VCoP members to identify whether VCoPs, web-based/computer-based training, instructor-led
training, or mentor/apprentice learning environments best help them accomplish certain aspects of their jobs. In
response to this survey question, VCoP members indicated that participating in VCoPs helps them do the following
six specified job aspects better:

e Providing for an efficient idea exchange

e Generating a broad perspective on solving problems
e Providing greater access to experts

e Increasing members’ knowledge

e Increasing members’ motivation to learn

e Effectively helping others learn
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Additionally, VCoPs ranked second in conjunction with “providing a more direct solution to a problem” and
“impacting people’s attitude about their jobs.” These responses suggest that VCoP members view VCoPs as a
learning environment that helps them manage their knowledge and better perform on the job.

Ways that VCoPs Benefit Organizations

Organizations also gain key knowledge management-related benefits from supporting virtual communities
of practice. As previously indicated, knowledge management initiatives revolve around moving data, information,
and knowledge effectively throughout an organization. The general goal is to decrease the communication barriers
that exist in nearly every organization between individuals due to divisions, levels within the organization, and
physical locations. In their interviews, all of the virtual community of practice builders and leaders stated that
VCoPs improve their organization’s knowledge management initiatives via either direct or indirect means. They
indicated that virtual communities of practice facilitate a greater flow of information across organizations by
breaking down many of the existing barriers. They also indicated that VCoPs increase the networking and
communication opportunities available to VCoP members across organizations by providing increased interaction
between organizational units where communication was previously impossible, increasing exchanges between
management and employees, extending discussions that occur in face-to-face meetings, and creating a written
repository of best practices that VCoP members have ongoing access to. VCoPs also appear to increase the informal
training that occurs within the organization, foster innovation, and instigate cost savings. Each of these benefits is
elaborated upon below.

VCoPs Increase Interaction Among the Best Minds

Before VCoPs existed, employees that spanned geographic borders or time zones were limited in their
ability to effectively share data, information, and knowledge with one another. Virtual communities of practice
overcome time and physical boundary limitations. Thus, they grant community members access to the best and
brightest human resources throughout an organization, no matter what business unit or country they reside in. One
community builder explained this benefit when he stated, “a virtual community of practice expands the quality of
the skill base that we’re able to draw from... it helps us get the best quality people... by not being constrained by
physical location.”

By granting open access to the knowledge and expertise of a collective whole, VCoPs increase their
members’ power and ability to function effectively and efficiently. For example, VCoP members often help
individuals solve problems that they couldn’t solve on their own in a relatively short period of time. By posing a
problem to VCoP members around the globe, these individuals can get a variety of contextualized solutions to their
exact problem or recommendations based on similar problems that other VCoP participants have experienced very
quickly. One VCoP builder emphasized the problem-solving benefit of VCoPs in the following statement:

There is no time barrier, no geographic barrier, no culture barrier keeping you from solving your problem.... If you
are in the middle of Kalimantan, or in the middle of the Borneo Islands, you have the company’s [virtual community
members] and with that, you have the support of everywhere in the world helping you resolve your problem.

VCoPs Increase Communication between Employees and Management

Another way that VCoPs boost an organization’s data, information, and knowledge flow is increasing the
communication between management and employees. VCoPs do this by providing a means for employees to safely
voice opinions and concerns and introducing a channel through which management can solicit individual employee
input and feedback. The exchange both directions helps to break down the hierarchies that separate management
from front line employees. For example, many community builders indicated that individual VCoP members who
hesitate to voice their opinion, share their ideas, and help create new processes on their own will engage in these
activities within their virtual communities. The results of these exchanges can be shared directly with members of
the company’s management if they are VCoP members. If not, the VCoP members are able to discuss the issue(s)
raised among themselves, and then pass their collective, and usually improved opinions, ideas, and
recommendations on to company management from the collective community membership instead of a single
individual. In that situation, VCoP members’ feedback and recommendations often have more credence with
management because it is collective, rather than feedback from a single individual.

In the same manner that VCoPs provide members with a safe vehicle to communicate with management,
VCoPs provide managers with a non-invasive mechanism to inform employees of new developments, influence
policy and solicit feedback. In her interview, one VCoP builder indicated that her management actively uses VCoPs
to gather input from employees in remote locations, especially when they are building new programs that will
impact those employees. She said that the VCoPs provide an easy way to get feedback on new programs or policies
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from people across their organization instead of only receiving input from employees in the corporate office as they
did in the past. In addition to facilitating the creation of better policies and programs, VCoPs inadvertently increase
employee buy-because they have opportunities to voice their opinion about those policies and programs.
Additionally, virtual communities of practice establish a forum for company management and employees to
collectively establish standards across geographic and culture boundaries.

VCoPs Extend Communication Between Face-to-Face Meetings

VCoPs also increase the information flow between employees by extending communication that occurs in
face-to-face meetings. Members of VCoPs who meet physically on a regular basis often use the virtual component
of their communities to interact with one another between these meetings. As an example, one VCoP leader said that
the virtual communication channel between members of his virtual community allows them to follow up on issues
and stay abreast of concerns facing their organization, divisions, or product lines when they are not physically
present. It also gives community members the chance to jointly work on unresolved issues and action items assigned
during face-to-face meetings before the next meeting takes place. For example, one VCoP builder commented that
the addition of a virtual component to a co-located community of practice greatly increased communication between
community members because they were able to discuss items and follow up on tasks that they had previously
forgotten between face-to-face meetings. This made both the face-to-face meetings and the period of time between
those meetings more productive.

VCoPs Codify Best Practices and Solutions to Problems

Another positive VCoP outcome related to knowledge management is the manner in which the information
is captured. Since most of the communication and information exchange originating in virtual communities of
practice occurs electronically, the questions, solutions, and best practices exchanged can be captured, organized, and
archived for reference at a later date, in addition to being shared among community members immediately. This
practice positively impacts an organization’s knowledge management initiative from both the codification and
personalization knowledge management perspectives introduced at the beginning of this paper. Through VCoPs,
information is shared between people in relation to a specific context; thus it is personalized. Additionally, because
it is digitally captured, it is also codified to that others can benefit from the exchange in the future.

One example of such a beneficial exchange occurred in a VCoP hosted by a multi-national insurance
provider. In this instance when individuals in a Canadian office said, “Boy we’ve got a problem with...” members
of the VCoP were able to say, “Oh, the Midwest office has already figured it out and they’ve already got the solution
implemented. Talk to them and look at the information in the community archives to see what they did.” In that
single instance, the VCoP provided both the personal contacts and the repository of information that saved the
Canadian office countless hours of duplicate effort and a large amount of money.

VCoPs Facilitate Informal and Formal Training

Due to the nature of the communication that occurs in VCoPs, these communities regularly facilitate
informal training. In many ways, the questions that VCoP participants pose to one another and their calls for
problem solving assistance serve as informal training requests because one VCoP member is seeking information
from peers or experts to perform his or her job better. If community interaction is viewed in this light, whenever
VCoP members answer one another’s questions or provide advice, they are filling those informal training requests
with impromptu training experiences. As a result, virtual communities of practice act as informal training networks
and they provide constant informal training and mentoring opportunities. VCoP leaders indicated that community
members also impact and influence formal training opportunities by identifying where collective knowledge gaps
exist and requesting formal training for VCoP members in order to fill those gaps.

VCoPs Foster Innovation

Virtual communities of practice also benefit their sponsoring organizations by fostering innovation. VCoP
builders and leaders indicate that VCoPs tend to foster innovation and refine organizational processes because the
members examine problems and processes from multiple perspectives in a non-threatening, non-hierarchical, non-
constrained environment and often create new processes or streamline existing processes. One VCoP expert focused
in on this organizational benefit in her interview when she said, “If you bring the right people together and help
them share their tasks and knowledge and collaborate on problem solving, you have innovation... so a community
of practice is a perfect structure to engender innovation.” Other VCoP builders echoed this expert’s assertion when
they told us that their VCoP members generally get excited about having opportunities to innovate and take
advantage of those opportunities.
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VCoPs Help Organizations Reduce Costs

Virtual communities of practice can help companies reduce their bottom line in a variety of ways. VCoP
builders and leaders indicated that by sponsoring virtual communities of practice they were able to reduce the need
for travel, decrease their overall training budget, reduce duplicated efforts, and minimize the time it takes to
communicate with VCoP members across the world. In particular, several community builders noted that by
utilizing virtual communities of practice as a training and collaboration tool, they have been able to significantly
decrease the overall training expenses for their organization. For example, one VCoP builder of a worldwide oil
product company indicated that his organization saves $35,000-$40,000 every month because members of a specific
community of practice discuss and work on issues that they used to discuss in a monthly face-to-face meeting
through the VCoP. This builder said that even though VCoPs require specific software and other technology to
communicate, the costs associated with that technology are substantially less than paying for all the community
members to meet physically on a regular basis so he happily provides the needed software, hardware, and server
space needed by the VCoP to operate effectively.

Several community builders also noted that sponsoring virtual communities can help organizations reduce
costs incurred by duplicating efforts. One VCoP builder stated that VCoPs “help out the bottom line” as they start to
reduce redundancies and eliminate duplicated efforts. Another VCoP leader quantified the costs savings achieved by
a particular community in terms of his personal time savings. He commented that he is able to achieve the same
gains by relaying a message to members of this community virtually in a couple of hours as he did when he traveled
for two or three days to relay the same message with community members physically.

Conclusion

The research data indicate that virtual communities of practice benefit the knowledge management
initiatives of the organizations that sponsor them. The interviewees’ comments evidence the fact that the interaction
between VCoP members increases the amount of data, information, and knowledge that is exchanged throughout an
organization and heightens employees’ awareness of what others are doing. The information exchange mutually
benefits community members throughout organizations and the organizations themselves. The data also indicate that
VCoPs increase opportunities for training and innovation, and help to reduce costs. These combined benefits lead to
improved management of an organization’s knowledge because they facilitate knowledge generation, knowledge
codification and coordination, and knowledge transfer throughout organizations (Davenport & Prusak, 2000).

This study’s findings contribute to the growing body of knowledge about virtual communities of practice
by identifying specific ways that organizations benefit from sponsoring VCoPs and by revealing critical factors that
organizations can influence to strengthen the likelihood that these communities will succeed. As a result, the data are
valuable for organizations who desire to strengthen their ability to manage their collective employees’ knowledge
and utilize virtual communities of practice in that endeavor. The VCoP builders and leaders who participated in the
study collectively articulated that greater information and communication flow, increased opportunities for training
and innovation, better utilization of global resources, and reduced costs are benefits that organizations can realize
from supporting virtual communities of practice. These benefits directly lead to improved knowledge management
on both the individual and organizational level because the virtual communities of practice serve as organizational
networks where knowledge is created, disseminated, and transferred throughout organizations.
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Introduction

The existence of a "digital divide" in which portions of society do not have sufficient access to technology,
nor to the information and skills that technology use imparts, was of concern for educators and policy makers even
before home computers were easily connected to the Internet (NTIA 1995, 1998, 1999, 2000; Resmer, Mingle &
Oblinger, 1995; Riley, 1996; Annie E. Casey Foundation, 1998). As new technologies (such as broadband Internet
access), and new uses for technology (such as interactive websites for homework) are developed, new levels of the
divide will appear, certainly to the extent that children in low income homes do not gain access to the same level of
information at the same rate as other children (c.f. Hundt, 2003; Digital Divide Network, 2003). In an era in which
funding may be difficult to obtain, the development of tested, scalable, affordable solutions should therefore be a
mandate for educators.

Research in the digital divide field is still in the critical early stages; consequently, much of the research has
focused on demographic information and on documentation of participant benefits (cf. Chow, Ellis, Walker & Wise,
2000). As it is now well established that participants do benefit, and that those who would not otherwise have access
to technology do take advantage of such opportunities, more focused research is called for. In addition, much early
digital divide research has been based on solutions developed in conjunction with community technology centers
(Chow, Ellis, Walker & Wise, 2000); the notable exceptions (e.g. Apple Classroom of Tomorrow, 1995; Pinkett,
2000, 2002) were largely based on partnerships with specific institutions and on highly funded pilot programs, so
that conclusions drawn may be limited in the extent to which they can be used to plan larger programs and fiscally
reasonable solutions. Moreover, as Secretary of Education Rod Paige has pointed out (US Dept. of Ed., 2003a,
2003b, 2003c¢), access in schools and in other institutions such as libraries does not substitute for access to home
computers with Internet connectivity. Projects designed to test home-based technology programs are thus seen to be
a priority (Andrews, DiGangi, & Jannasch-Pennell, 1999, 2000; Stock, 2001).

This paper reports on a seven-year project that was specifically designed to generate scalable and
affordable solutions to the digital divide in a participatory research setting, and on a briefer study based on the
project; one year was allocated to data collection in the study, and a second year was devoted to completing the
analysis. The paper offers an overview of results of the study, and of the means by which the results were obtained.
While more detailed papers are planned, it is hoped that this overview will draw attention not only to the divide, but
also to some solutions, and to the efficacy of a grassroots-oriented means of generating such solutions.

In the seven-year project, computers were placed in low income homes as well as in non-standard dwelling places
(e.g. shelters and vehicles) via a participant-led grassroots technology program, Floaters.org. Outcomes regarding
disposition and use of the computers were tracked largely via a peer mentoring process in which previous recipients
introduced new members to the computers. Mentors in particular, and mentees as well, were invited to bring their
experiences and suggestions to a participant research group and in so doing to serve as a bridge to trained
researchers. The participant research group met weekly and functioned as a consensus-based decision-making body
with regard to the evolution of the project. Participants thus shaped the program to their needs in an exemplary
participatory action research project (c.f. Moser, 1977; Fals Borda, 1995; Sohng, 1996).

Five years into the project, a mixed-method study was begun that would focus on specific aspects of home-
based technology integration. Methods were chosen, with participant input, to maximize the amount of information
gained. Thus, discourse analysis was selected as the appropriate method to examine transcripts of taped peer
mentoring sessions; grounded theory was used to identify changes to the program that emerged as the program was
scaled up in size; and a standard self-efficacy scale was used to examine participant self efficacy with regard to
technology occupations. Finally, the program looked back at itself via the process of participatory action research,
used in the project in order to generate and evaluate digital divide solutions from the bottom up, that is, with
maximum input from the people most affected.
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Purposes of the Project and Study, and Research Questions for the Study

Participant-chosen goals for the project, and therefore for the participatory aspect of the study as well, were
to investigate how best technology could be integrated into the homes and lives of low income populations; and,
consequently, how technology could be used to improve these lives. From the beginning, the project sought not only
demographic information and information about participant benefits, but also information about how those benefits
could be accomplished.

Goals of the study, as contrasted with those of the project, were chosen in participant-driven focus groups
in which members learned research methods. These goals focused specifically on a set of particular research
questions:

What took place with regard to teaching and learning in the peer mentoring sessions?

How did the structure of the program, designed over time by participants, change further as the program
was scaled up in size?

Did participant self efficacy change during the study with regard to occupations, especially with regard to
technology occupations?

About the Floaters.org Project

Working with university researchers, a community group designed and implemented the Floaters.org
project, in which older computers were and are recycled into low-income homes and then monitored. The
Floaters.org project itself is a participatory action research project, wherein all participants have an equal voice and
goals are set by group members working together. The project was designed to integrate technology with those who
are least likely to otherwise attain it: specifically, those living in poverty, those who have been homeless and later,
people with disabilities who could not otherwise afford technology. The project simultaneously was designed to
identify and put into practice the highest pedagogical and research practices. This does not imply that mistakes were
not made, but rather that learning from mistakes was a built-in part of the process.

An examination of the nature of the project, undertaken as the two year study began, showed that
participants took on three roles: peer mentors or mentees; shapers of the program; and co-researchers. Each role
corresponds to one of the research questions stated above.

The monitored study was designed with input from participants, and participant approval was gained for all
aspects of the study. As part of their work as co-researchers, participants learned about ethics standards, including
the right to withdraw from the study without having to withdraw from the program. Each participant chose a screen
name or alias, and data were recorded for these aliases. Where privacy dictated, the academic researcher
occasionally chose to use an additional naming convention as well. Those participants who did leave the study have
given their permission to continue using their data.

Discourse Analysis

Discourse analysis, a qualitative research method used to examine the peer mentoring sessions, consists of
a number of approaches to analysis of verbal interactions. Discourse analysis was agreed upon as a method for the
study by the participants, who saw this method as a means of investigating empowerment. This view is consistent
with the literature: in Language and Power, Fairclough (1989) invited both researchers and lay people to investigate
the uses of discourse strategies to take and consolidate power.

It is the branch of discourse analysis known as conversation analysis, or CA, that was primarily used in this
study. In conversation analysis, audio or video recordings are transcribed, and the transcriptions then analyzed, with
structural details taking precedence over content. That is, rather than interpreting data and assigning motives,
conversation analysts seek information about the structure of the conversation. Intonations, pauses, interruptions and
grammatical structures are among the features typically coded for.

Conversation analysis was pioneered by sociologist Harvey Sacks in the 1960°s; his work, edited by Gail
Jefferson and Emmanuel Schegloff, was not published until 1992, as the Lectures on Conversation (Sacks, 1992).
However, long before this publication date, Sacks, Jefferson, and Schegloff had began a collaboration that resulted
in a series of works that defined conversation analysis. These works included the Semiotica article "Opening up
Closings" in which Schegloff and Sacks proposed the concept of the adjacency pair to explain conversational
structures such as questions and answers (Schegloff & Sacks, 1973) as well as the Language article, "A Simplest
Systematics for the Organization of Turn-Taking for Conversation" (Sacks, Schegloff and Jefferson, 1974). Working
with Sacks' material, Gail Jefferson originated a set of notations for marking up text that was published with the
1974 article, and that has remained standard among conversation analysts.
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In addition to Sacks' pioneering work, Sacks, Schlegloff and Jefferson built on the work of Harold
Garfinkel, founder of the ethnomethodology school of sociology. Ethnomethodology focuses on the study of
everyday actions, including language use, and takes for granted that ordinary people understand what they are doing;
thus it is by nature well suited to a participatory action research project in which participants are co-researchers.
Garfinkel presented the principles of his approach in Studies in Ethnomethodology, citing transcripts of
conversations to show how people organize their shared realities using "common understandings" (Garfinkel, 1967,
p- 38). In other words, ordinary people can and do understand their own actions. Like the conversation analysts,
Garfinkel relied on observable data, using only as much context as was necessary to understand the data and
expressing a belief that only those involved could understand the whole situation (Garfinkel, 1967).

Also related is the work of Erving Goffmann. In The Presentation of Self in Everyday Life, Goffman
showed how, whether consciously or not, conversationalists act out roles and create a "front"—"that part of the
individual's performance which regularly functions in a general and fixed fashion to define the situation for those
who observe the performance” (Goffman, 1959, p.22). Conversation analysis draws from the work of Goffmann in
that both reveal the ways in which relationships are constructed and roles created.

Transcription in itself has come to be viewed as a theoretical process, a viewpoint introduced by Elinor
Ochs in "Transcription as Theory" (1979) and by Carole Edelsky, in "Who's Got the Floor?" (1981). Central here are
the realizations that the raw data are not the same as the transcribed data; that, rather, the transcription is a
representation of the data; and that the infinite multitude of decisions made during transcription are actually
theoretical decisions reflecting the relative importance of particular discourse features. Two researchers working
independently would not make the same theoretical decisions; and a single researcher, writing about the same text at
different times, may make different coding decisions.

It cannot, therefore, be assumed that reliance on observable data over inference in conversation analysis
implies that the data are wholly objective. The ongoing development of software applications that can be brought to
bear on the transcription process (for example, software that measures pauses) does not change this, as researchers
will continue to make the important decisions: for example, pauses in a technology mentoring session may have to
do not with hesitation but with mentee concentration on a technology task. Where there is reason, a second
researcher may separately transcribe audio or video recordings, and the two versions can be compared; or, a group
of researchers working together may listen/view and transcribe as a group, as is recommended procedure in
ethnographic inquiry and interaction analysis (Jordan & Henderson, 1995). However, neither process is necessarily
indicated if it is accepted that transcription decisions are properly the domain of the researcher (c.f. Ochs, 1979;
Edelsky, 1981; Lemke, 1998).

A second branch of discourse analysis useful in a participatory action research study is critical discourse
analysis, or CDA, in which discourse is examined for underlying relationships of power. In the European countries,
Foucault is thought of as the father of discourse analysis (e.g. Fricke, 1999; Diaz-Bone, 2003), in part for work
published in his Archeology of Knowledge and in his Discourse on Language, published together in English in
1972. Elsewhere, Foucault might be thought of at least as the godfather of critical discourse analysis: Foucault began
the Archeology of Knowledge by declaring that in order to understand any discourse it would be necessary first to
get rid of all preconceived ideas in order to begin anew, and then to examine relations, including relations of power.

The Floaters.org study is closer in its approach to another critical discourse analyst, Norman Fairclough.
Fairclough's use of close readings of text resembles that of conversation analysis, although his intention is to identify
and uncover power relations. In Language and Power (1989), Fairclough not only identified discourse structures that
give and take power, but invited others (including those with no prior academic background) to do so as well.

Participatory Action Research

The term “action research” has several meanings. In educational research, action research might be
classified into two major branches, practitioner research and participatory action research or PAR. In both, research
is carried on at least in part by people who have not been formally trained as researchers, but who have the
advantage of being directly within the research situation and so have access to an unusually high level of
information. Practitioner research in education rests on the belief that teachers (“practitioners”) can participate in
research, generally via self study, rather than being consumers of research only. In “participatory action research” on
the other hand, the object is goal-oriented social justice, as guided by those affected. In PAR, a researcher or
researchers may enter the situation with the intent of forming a participatory research group. The Floaters.org study
utilizes the PAR approach: the initial impulse came from a researcher, who invited a counterpart in an affected
community to join together in investigating technology integration by distributing donated computers.

Further confusion as to the nature of action research arises because participatory investigation or
participatory action research has been used widely by such entities as the World Bank (Narayan, Patel, Schafft,
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Rademacher & Koch-Schulte, 2000). Such entities generally have an a priori interest in showing immediate financial
gains for participants, whereas true participatory action research centers on the identification of participant values
prior to the taking of action (Fals Borda, 1995; Sohng, 1996).

Participatory action research has been used in the United States in the establishment of support groups for
sufferers from AIDS (Glasser & Bridgman, 1999) and in the investigation of the efficacy of prison education. (Fine,
Boudin, Bowen, Clark, Hylton, Migdalia, Missy, Rivera, Robers, Smart, Torre & Upegui, 2001). In education, the
work of Paolo Freire can also be seen as participatory action research, in that Freire mobilized participants to take
control of their education (Freire, 1970, 1994, 1998).

In participatory action research, participants are co-researchers, with an equal voice in all decisions. The
method itself therefore is also open to further refinement. Before the Floaters.org study began, five years’ of group
work on the project had resulted in three principles against which all decisions were tested: equality of voice;
consensus-based decision making; and revolving authority, in which those who are expert in a particular area may
step forward and take charge, so long as those who are interested in the area may also participate.

In interactions outside of the group, “Nothing about us without us” is the credo of grassroots participatory
action research, as documented on the Homeless People’s Network, the sister website and mailing list for the
Floaters.org project (c.f. also Charlton, 2000). “Speak truth to power,” is a related imperative, implying that
participants must at every step of the way open to stating their opinion rather than, for example, avoiding the
situation (Carey et al, 1955; Kennedy Cuomo & Adams, 2004).

With these guiding principles in participatory action research, project members take an ethical stance that is
every bit as difficult to implement as the most rigorous of quantitative methods; in both, at the end of the study, the
researchers know that their findings are trustworthy to the extent that the method has been properly followed.

Self Efficacy

"Perceived self efficacy"” refers to people's optimistic beliefs about their ability to reach their goals
(Bandura, 1977, 2001). Hackett and Betz have stated that one of the most useful concepts in modern psychology is
Albert Bandura's concept of self-efficacy expectations, for self efficacy has been shown to affect human
development (Hackett & Betz, 1981; Betz & Hackett, 1981; Bandura, 1977; Bandura, 2001). Changes in self
efficacy have four sources, according to Bandura: mastery experiences, vicarious experiences modeled by others,
verbal persuasion, and people's own physiological indicators or somatic and emotional states resulting from the
attempt to achieve. Investigating these four sources, Bandura found, for example, that verbal dissuasion is easier to
accomplish than verbal persuasion; that both positive and negative moods may affect self efficacy, as can pain; and
that, in a learning environment, teacher self efficacy can negatively or positively impact student self efficacy
(Bandura, 1994, 1995, 1997, 2001). Bandura’s work with self efficacy was a part of his pioneering work that made a
place for cognition, rather than adhering to the older “black box” theories of psychology. In thus allowing for the
thought processes of the individual, Bandura created a concept which is more appropriate to grassroots PAR
investigation, which also places emphasis on the individual participant, than earlier theories.

Self efficacy is domain specific. Bandura states in his Guide to the Construction of Self-Efficacy Scales
(2001) that is important to use a domain-specific measure rather than a general measure of efficacy, as general
measures are too ambiguous to be meaningful. Self efficacy can transfer across domains, and powerful experiences,
in particular, can effect changes across many domains (Bandura, 1994, 1995, 1997, 2001).

With regard to the study of self efficacy with low income populations, early research conducted by CTCNet
(CTCNet, acc. 2003) identified a number of benefits to users, one of which was personal efficacy (Mark, Cornebise
& Wahl, 1997). In subsequent CTCNet studies, this benefit was dropped as a concept of interest (Chow et. al.,
2000), but a more domain-specific self-efficacy concept may be worth a closer examination.

While career goals are not the only objective of technology integration, they are a concept of interest
among the Floaters.org population, as determined by the participatory research group. "Work self efficacy" or
"Occupational self efficacy" refers to the belief that one can succeed in a particular job. The concept of occupational
self efficacy itself was introduced in pioneering work published in 1981 by Gail Hackett and Nancy Betz (Hackett &
Betz, 1981; Betz & Hackett, 1981). In these works, Betz and Hackett applied the concept of self efficacy to career
counseling and discovered gender differences among with regard to traditionally gendered occupations, in particular,
men had much stronger self efficacy scores for traditionally male careers (Betz & Hackett, 1981; Hackett & Betz,
1981.)

Following Bandura's model, Hackett and Betz created the Occupational Self-Efficacy Scale (OSES) in the
form of a Likert scale from one to ten for 20 occupations; respondents were asked to select their answers based first
on how certain they were of being able to complete the education or training for each occupation, and then on how
certain they were of being able to carry out the job duties (Betz & Hackett, 1998). A revised version of their 1981
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Manual for the Occupational Self-Efficacy Scale was made available online in 1998 (Betz & Hackett, 1998).
Typically the scale is revised by the researcher to offer relevant occupations for the population of interest (Hackett,
personal communications, 2001, 2003); in this PAR study, the participants themselves chose the relevant
occupations. The scale can be administered in terms of the training aspect, in terms of the job duties aspect, or with
both aspects included.

Method
Participants

Participants in the group (n=184 at the time of the study) comprise a “snowball” sample (Babbie, 1998) in
that new participants were recruited by project members, each of whom was asked to choose someone else to teach.
For the study, 37 primary participants were lent recycled computers, standardized to the extent possible. Data were
collected over the course of a year for each of the 37. Each primary participant represented a different family except
where there were two or more computers in a family; in these cases, each primary user of a computer was also a
primary participant in the study. All of the 37 volunteered for the project, and all were over the age of eighteen.
Each section of the study drew on a different subset of participants as appropriate:

Fourteen of the 37 took part in the taped peer mentoring sessions. The taped sessions used for the study
were theoretically sampled, that is, they were chosen in order to provide as wide a range as possible in terms of age,
level of experience in the program, gender, and level of education.

All participants were invited to optional weekly research meetings, where data were collected in the form
of field notes and observations regarding changes in the structure of the Floaters.org project during the study.

Twenty-two members agreed to take part in the self efficacy portion of the study; of these, seventeen took
part in both administrations of the self-efficacy scale, at approximately four-month intervals, while five took part
only in the first administration. The 22 were self-selected from the 37 primary participants.

While research decisions (e.g. aspects studied and methods) were made by the participants after group
study of research methods, and while participants took part in other aspects of the research as appropriate (e.g.,
participants selected the careers to appear on the Occupational Self Efficacy Scale), a trained researcher conducted
the analysis, with constant member checks wherein participants were asked to comment on portions of the analysis.

Data Sources
Data sources included the following:
e Records of the computers and the work done with them
¢ Field notes, observations, and qualitative memos
e Eight videotaped mentoring sessions, theoretically sampled so as to provide the widest possible variety of
mentors and mentees
o Field notes and observations from focus group sessions
e  Scores from the two administrations of the Occupational Self Efficacy Scale
Responses to followup questions asked of those who took part in the mentoring study

Procedure

Recycled Macintosh computers with a standard set of applications were distributed to thirty-seven primary
participants, along with self-study materials and resources for feedback.

Eight peer mentoring sessions, theoretically sampled to provide the widest possible range in education,
experience, age, and gender, were videotaped by the researcher.

The Occupational Self-Efficacy Scale was administered at approximately four-month intervals to a subset
of twenty-two self-selected mentors and mentees in order to determine any changes in attitude towards computer-
related jobs. Seventeen of the twenty-two were available to take the self-efficacy instrument a second time; five took
it only once.

Weekly focus group sessions/research group sessions were held, and follow-up interviews were scheduled
during the last three months.
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Figure 1. Timeline for the study. The equivalent of the recommended year for ethnographic data collection was
allotted to data collection for the study, along with a second, also recommended, year for analysis and writing.

Analysis

Peer Mentoring Sessions: A Discourse Analysis

The first of the three aspects studied was that of the mentor/mentee relationship. For the discourse analysis
portion of the study, eight theoretically sampled peer mentoring sessions were taped, transcribed, and coded for
discourse features in order to examine the participant roles of mentor and mentee. The sessions were selected via the
theoretical sampling process in order to provide as wide a range as possible regarding age, level of experience in the
program, gender, and level of education. The mentoring pairs were videotaped during sessions, and the sessions
were transcribed and marked up, then coded, using modified conventions based on the work of Gail Jefferson
(Sacks, Schegloff & Jefferson, 1974; Jefferson, 1984). It is standard practice for the researcher to adjust the
transcription conventions to the requirements of the researcher’s interests and of the text at hand, so the conventions
given here vary from those originated in 1974. Data were coded line by line, in constant comparison analysis
(Glesne & Peshkin) until categories were found and then saturated, that is, until all new data fit into already
discovered categories. Transcription conventions used for marking up the text can be found in Appendix A.

Scalability/Changes to the Program

The second aspect studied was that of scalability of the project. At the beginning of the study, the project
was scaled up in size. Rather than accepting new members one at a time as mentors became available, twenty new
families were accepted at once. As the program was modified in order to accomplish this expansion of the program
and to provide ways to collect data, the opportunity arose to track answering changes produced by the participants
responsible for the program structure. Most important of these changes was the establishment of a weekly focus
group that any participant (n=184) could attend and that served as a means of communicating concerns as well as to
continue the work of shaping the program. Field notes of these focus group meetings were collected by the
researcher and analyzed, again via coding and constant comparative analysis, in order to investigate how the role of
shaper and developer of the program played out during this time.

Occupational Self Efficacy

To examine occupational self-efficacy, the Occupational Self-Efficacy Scale or OSES was revised in
accordance with guidelines set by Bandura (2001) and advice given by Hackett (personal communications, 2001,
2003). The OSES is typically revised by the researcher, who selects occupations that are relevant to the group under
study; here, the participants were asked to choose the occupations. Rather than limit the list of occupations, they
chose to use them all, adding eight more technology occupations and the occupation of President.

For this aspect of the study, four smaller questions were formulated:
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1. Will there be a significant difference between means for technology-related occupations and non-technology
related occupations within the first administration of the instrument?
2. Will there be a significant difference between means of technology-related occupations and non-technology
related occupations within the second administration of the instrument?
3. Will there be a significant difference between means of non-technology occupations, between the two
administrations of the instrument?
4. Will there be a significant difference between means of technology-related occupations, between the two
administrations of the instrument?

Scores on the self-efficacy scales were analyzed for each of the four smaller research questions by running
a paired samples t-test to test for difference of means. Follow-up questions were generated based on a pattern
analysis of the results, and participants were contacted and interviewed.

Results

Peer Mentoring Sessions: A Discourse Analysis

Analysis of the peer mentoring sessions showed that peer mentors developed and used sophisticated
teaching strategies and that these strategies were similar among experienced mentors, regardless of education levels.
Coding yielded two sets of mentor discourse strategies that had to do with verbal contributions of the mentee to the
session. Differences were found in the use of these strategies between experienced and beginning mentor discourse:
expert mentors alternated the two types of strategies, thereby encouraging mentee contributions while advancing the
instruction. On the other hand, features found in the discourse of experienced mentors were similar regardless of
educational level: members with and without a high school diploma were equally expert in mentoring if they had an
equal amount of mentoring experience.

One set of strategies encouraged mentee participation: these strategies included such features as questions,
problem statements, and off-topic remarks. This problem statement by the mentor, for example, is followed by a
mentee response:

->Mentor: 30. I’ve never seen the mouse
31. connected to the cord before.
Mentee 32. (.) Then nobody can steal them.

The second set of strategies included such discourse features as interrupting, ignoring mentee contributions, and
speeding up the rate of mentor speech. Here, the mentor interrupts, thereby retaining control of the instruction:

- Mentee: 23. Let me show [you ( )
> Mentor: 24, [And then you can, now if you want to do.
25. ° Let me show you.’

Scalability/Changes to the Program

Participants modified the Floaters.org program further during the study, primarily increasing
communication opportunities. The first modification, in which participants requested that the focus and research
group meet weekly, and that it be immediately opened to mentors and mentees alike, provided a regular opportunity
for participants to bring up their concerns and to suggest changes. Participants successfully maintained the basic
premises of the program (equality of voice, consensus-based decision making, and revolving authority) throughout
the mixed method study: no mean feat, for as the group learned, in a research situation methods can easily deviate
from grassroots principles unless there is constant attention to the principles. A second major modification was that
of the addition of a fourth principle to group interactions: speaking truth to power within the group (as well as
outside of it) rather than walking away. This addition to the internal principles of participatory action research was
needed since many participants (as documented in the self efficacy interviews) perceived of their power as limited in
some senses, but strong in that they stated that they could always walk away from a situation in which they were not
being treated fairly. Encouragement to speak out in the group over perceived slights was the solution to losing
participants over such problems.

Occupational Self Efficacy

Results of the self-efficacy questionnaire were inconclusive, though a major history effect may have had
some impact on these results. The study was interrupted by the events of September 11, 2001, and in follow-up
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interviews as well as in focus group observations, some participants indicated that these events had changed their
opinions.

One significant difference was found, for the exploratory question, Will there be a significant difference
between means for technology-related occupations and non-technology related occupations within the first
administration of the instrument?

For the difference between means of technical and non-technical occupations in the first administration of
the OSES, the p value was .047. As the sample size is small, a non-parametric test, the Wilcoxon Signed Ranks test
was also run, and here the p value was .049, leading to the same conclusion.

This difference disappeared in the second administration of the OSES, where scores for non-technology
occupations rose, although not significantly. Standard deviations for technology-related occupations, particularly in
the second administration, were higher than for non-technology-related occupations:

Table 1 Standard Deviations

Non-technology 1 Technology 1 Non-technology 2 Technology 2

1.6949 1.8254 1.6474 2.0261

These results are somewhat counter-intuitive as it might have been expected that technology self efficacy
would increase after participants received their computers. In order to investigate this further, responses to the scale
were first graphed and patterns of responses were analyzed, in order to generate follow-up questions. Open-ended
follow-up qualitative interviews were then held.

Three types of typical patterns were found: one subset reached the ceiling in technology self-efficacy either
in the second administration, or in both administrations: these scores either rose, or stayed the same.

Statements from this group in follow-up interviews indicated that these participants wished to make it clear
that they could do anything if they had the opportunities for education and success that others have. These members
felt that they were capable of completing the education for occupations requiring high levels of education, but felt
others in society were unaware of their ability.

In another subset, scores fell, sometimes radically. Interviews with this group indicated that after
September 11, some participants lost interest in their work with the computer, and some lost faith in their ability to
prepare for computer-related jobs.

With a third group, response levels varied based on the specific type of computer career, either in both
administrations or in the second, That is, a participant might score high on a career involving computer art, but low
on a career involving programming. In follow-up interviews, these participants indicated that their greater
understanding of technology careers had led them to give more precise answers, sometimes resulting in an overall
lower score.

Looking at the Participatory Process

With regard to participant goals, localized best practices were found regarding technology integration.
Financial goals remained problematic, but other goals defined by participants as pertaining to a better life were met
to a degree. As one participant stated, “I will stay as long as it feeds my spirit.”

Also documented in the focus group sessions and noted in the Changes to the Program section is the
refinement of the participatory action research process over the course of the study.

Participatory studies may more commonly limit methods to ethnography: in this study, other methods were
used as well, but introduced with care and always with participant understanding and consent. For example, the
research group voiced concerns that quantitative methods would be disempowering, and a discourse analysis has
been proposed to determine if the self-efficacy scale is less empowering with this population than an open-ended
questionnaire.

As a method, discourse analysis was not seen as disempowering, as the group was introduced to it via
Fairclough’s call for lay attention to discourse as a means of taking power (Fairclough, 1989.) The origins of
conversation analysis being to some extent in ethnomethodology, a field in which ordinary people are seen as able to
understand their own discourse, further makes this method approachable to discourse analysis. Finally, the place of
self efficacy in psychology as introducing the importance of cognition makes this concept also appropriate.
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Discussion and Future Research

Generalizability in the traditional meaning of the word is not the purpose of a study that takes a qualitative
perspective; instead, theory is generated in the form of hypotheses based directly on data. In such a study, sufficient
detail is ideally presented for readers to be able to make the decision as to whether or not the findings may also
generalize to particular situations with which the researcher is familiar. Such detail adds to the credibility of the
study. In this brief paper, detail is necessarily necessity limited: further papers are planned, and in the meantime it is
hoped that the detailed presentation here of the participatory process as used in this study will encourage the reader
to entertain the assumption that the rest of the study may likewise be credible.

It is also important for credibility that rapport and “buy-in” on the part of participants can be shown. This
study sought such rapport and buy-in by following participatory action research principles. As all participants are
co-researchers with an equal voice in decision making, rapport was a natural outcome.

Credibility is further enhanced by triangulation, or the use of multiple methods and/or data sources,
especially when the findings of the methods and sources converge, as they do here. In terms of the purposes of the
project and of the study, a project using specific means of technology integration (participatory research, peer
mentoring, focus groups, home-based technology integration) was examined in differing ways (discourse analysis,
field notes, and a self-efficacy scale) to yield converging results.

The results point to the usefulness and potential for success of peer mentoring, a process that is eminently
affordable as a means of instruction. The discourse strategies can be studied further; one next step for this project
will be to incorporate the strategies into mentor training.

Within the participatory process, it is interesting to note that grassroots participants, after five years of work
with the process, were able to transform the project to meet the challenges of scalability and indeed to further refine
the participatory process. Further study of the nature of power and empowerment for such a group appears to be in
order.

As mentioned earlier, participants themselves have suggested a close look at the discourse of those who are
taking the OSES, in order to determine if the OSES is empowering or disempowering as an educational experience

Another direction for study, and currently underway, is the further development of the OSES in the
direction of a Technology Occupational Self-Efficacy Scale, Important here will be the identification of sets of
related technology occupations that are of varying difficulty, so as to satisfy Bandura's requirement that items on the
scale present varying levels of challenges (Bandura, 2001). To take an example from the current version of the scale,
"video game tester" and "video game designer" require varying levels of training or education. Since technology-
related occupations exist across various subdomains—programming, networking, and art, for example—it will be
important to identify the various technology-related domains. A related avenue of future research will be the further
development of an instructional intervention that describes the technology domains.

Appendix A
Transcription Conventions Used in the Floaters.org Study

Markup is based on the work of Gail Jefferson (1974, 1984).

Markup Definition/Samples
[ Left bracket: beginning of overlap or interruption

S. Yah I was in one of those technology classes [or

A. [Computer class?
] Right bracket (optional): end of overlap or interruption

= Equal signs: no break or pause.

== Two equal signs indicate no break between the lines. One equal sign may be lined up above the
other; or, one may appear at the end of one line and one at the beginning of the next.
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A. one day=
S. =yah (.)
T.

- Dash: speech is cut off.

A. All in the box. It all stays in the box-
no ! Get out! Can anybody hear me?

yah Underscoring denotes a louder voice or other stress, as in a slight rising inflection.
U. Yea::h, Pe:te!

dit Bolded text denotes an even louder voice or other form of exaggeration:
P. dit dit dit dit
F. That said it closed down (.) i:m properly=

Colons indicate prolongation of the prior sound. The longer the colon row, the longer the prolongation.

N. She lo::ves using the computer.
< Angle brackets (carets, greater than signs) surrounding text and pointing inward: speech is said
more quickly relative to other utterances.

S. >very cool very cool<
<> Angle brackets (carets, greater than signs) surrounding text and pointing outward: speech is said
more slowly relative to other utterances.

<and  you ca:n't kill it>

() Empty parentheses or with the word "inaudible" indicate something not heard by the transcriber.

(yah?) Parenthesized words are guesses on the part of the transcriber.
Degree signs indicate something said very quietly.

F. ‘Let me show you.’

{} Curly brackets indicate context.

{Context: mentor is looking at computer.}

) Doubled parentheses contain descriptions of sounds other than speech.
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Pauses are measured approximately.

New lines and micropauses (.) are about .1 second.

A number within parentheses, such as (2.5), is also approximate.

Some pauses were the result of engagement with the computer. Where this engagement was audible, it was
transcribed with an explanation in double parentheses, as for example ((clicking)).

Silences longer than a few seconds were coded by approximate length or by an explanation within double
parentheses: ((extended silence)).
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Secondary School Students’ Readiness for E-learning

Murat Ataizi
Anadolu University
Eskisehir, Turkey

Computers and computer-based technologies have made an incredible impact on societies and cultures.
This impact has made dramatic changes in the field of education as well. Today, computers are common tools in
almost every school and are being used increasingly in all subject areas. Especially universities which offer distance
education programs are using computers and online technologies as a main medium to deliver instruction. Also,
primary and secondary schools offer computer related courses to their students to prepare them for higher education.

The purpose of this study is to reveal the extent of secondary education (Lycee) students’ readiness for e-
learning. E-learning as a form of distance education has become one of the essential movements in higher education.
Almost all of the higher education institutions in Turkey as well as the rest of the world have been trying to offer e-
learning opportunities for their students. However success in e-learning largely depends on learners’ e-readiness.
Literature provides tools and variables for measuring e-readiness. For instance, level of students’ self-efficacy for
online technologies can be used to predict their success in e-learning.

Background

Distance education is not a new approach in the world of education. For many years various types of
courses and programs have been developed and delivered for the distance learners in the world. In Turkey, Anadolu
University has been doing distance education for more than twenty years. The university, now, has around
1.000.000 distance students in its system. The student population is so big and will be much bigger in a near future
because of the rapid growth of young population in Turkey who can not get higher scores from the university
entrance exam and or want to be distance students for any other reasons.

In this system, the university has been using mainly a basic text based system to deliver information. In
addition to the text based system, the university has been using television and radio programs (sometimes live,
basically from the stored video and sound) to support the information basically given by the texts. The university has
begun to use web supported information delivery systems to help the learners for better understanding the contents.
Also, for more than three years (started in 2001); the university has some fully online degree programs for the
distance students.

Use of the Internet for learning is a new issue in Turkish Educational System. There is a big need to know
the students thoughts and attitudes before they enter to the system. Especially their readiness for
e-learning is a big issue for instructional designers to develop effective and efficient courses and programs.

Bandura (1977) was the first user of the term self-efficacy. He has defined self-efficacy as “self-assessment
of ability to master a task or achieve mastery over a specific situation or people’s judgements of their capabilities. It
is concerns not with the skills one has about a subject but with judgements of what one may do with whatever skills
one possesses” (Bandura, 1986, p. 391). Therefore, the concept of self-efficacy was context specific.

The term self-efficacy has been extended to particular domains, including the use of computers or computer
self-efficacy. According to Compeau and Higgins (1995), computer self-efficacy has a major impact on an
individual’s expectations towards using computers. In addition to this, Oliver and Shapiro (1993) said that an
individual who did not see himself or herself as a good user were less likely to use computers. Computer self-
efficacy and e-readiness may be connected in this context. If an individual feel comfortable himself or herself
toward the computer, it could be said that the individual is ready to use computer or to deal with computer in a
specified context.

According to Arani (2001), several research studies have investigated computer self-efficacy, using a
variety of measures to study different subject groups. The computer self-efficacy scale created by Murphy et al.
(1989) is used by many researchers. The Murphy scale was developed to measure individuals’ self perceptions of
accomplishments surrounding particular computer-related skills and knowledge. The 32-item scale is composed of
three different levels of computing skills: Beginner’s level, advanced level, and a level associated with mainframe
computers. Miltiadou and Yu (1999) have been developed online technologies self-efficacy scale and tested to
validate the scale on 330 college level students. The researchers indicated that the Cronbach’s Coefficient Alpha for
the instrument was 0.95. With minor modifications, items from Miltiadou and Yu scale was chosen and used to
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gather information regarding high school students’ readiness for e-learning in this study to inform instructional
designers endeavouring to create and design effective, efficient, appealing, and successful Internet-delivered courses
for new generation students.

Wallace (1999), in his major study of computer self-efficacy, has argued that there were very few studies at
the school level, and he suggested that it would be useful to conduct studies of computer-self efficacy in specific
subject groups. The results of this research will indicate Turkish high school students’ levels of e-readiness and the
levels of self-efficacy toward the computer and online designed courses and programs. Peoples who are designing
the university level courses and degree programs may get some benefit from the research.

The present study examined self-efficacy levels of secondary education (Lycee) students’ toward online
technologies to be able to measure their readiness for e-learning in higher education.

The study investigated the following research questions:

1. What is the current state of computer skills of students?

2. Do the students’ characteristics (gender, grade level, school type) have any effect on their computer

self-efficacy?

Method
Participants
Two hundred ninety two students from two different types of high school were the participants of the study.
The majority of participants, 198 (67.8 percent), were from Anadolu high school that has selected students and was
teaching intensively science related courses while the remaining 94 (32.2 percent) students were from ordinary high
school that has normal (50 percent science, 50 percent literature and social courses) curriculum.

Procedures
Data was collected in June, 2005. Survey was distributed and collected during normally scheduled class
times and took 10 to 15 minutes to complete.

Instrument

The instrument consisted of 30, 5-point Likert-scaled items. For each of them, students were asked to
indicate their level of confidence from 1=not confident at all to 5=very confident. The 3.41 mean score identified as
the expected level of confidence with the item while other responses enables the students to show higher or lover
level of confidence. The 3.41 mean average was determined after identifying the critical level: 4 intervals/5
categories = 0.8. The instrument, also, has four subscales 1) Internet Competencies, 2) Synchronous Interaction, 3)
Asynchronous Interaction I, and 4) Asynchronous Interaction II.

Table 1: Internet Competencies Subscale

1 feel confident...

1. Opening a web browser (e.g. Explorer or Netscape)

2. Reading text from a web browser

3. Clicking on a link to reach a specific web site

4. Accessing a specific web site by typing the address (URL)
5. Bookmarking a web site

6. Printing a web site

7. Conducting an Internet search using one or more keywords
8. Downloading (saving) an image from a web site to a disk

9. Copying a block of text from a web site and pasting it to a
document in a word processor

10. Creating a simple web page with text, images, and links
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Table 2: Synchronous Interaction Subscale

1 feel confident...

11. Providing a nickname within a synchronous chat system (if
necessary)

12. Reading messages from one or more members of the
synchronous chat system

13. Answering a message or providing my own message in a
synchronous chat system (one-to-many interaction)

14. Interacting privately with one member of the synchronous
chat system (one-to-one interaction)

Table 3: Asynchronous Interaction Subscale I

1 feel confident...

15. Logging on and off an e-mail system

16. Sending an e-mail message to a specific person (one-to-one
interaction)

17. Sending one e-mail message to more than one person at the
same time

18. Replying to an e-mail message

19. Forwarding an e-mail message

20. Deleting messages received via e-mail
21. Creating an address book

22. Saving a file attached to an e-mail message to a local disk
and then viewing the contents of that file

23. Attaching a file (image or text) to an e-mail message and then
sending it off

Table 4: Asynchronous Interaction Subscale II

1 feel confident...

24. Signing on and off an asynchronous conferencing system

25. Posting a new message to an synchronous conferencing
system

26. Reading a message posted on an asynchronous conferencing
system

27. Replying to a message posted on asynchronous conferencing
system so that all members can view it (reply to all)

28. Replying to a message posted on asynchronous conferencing
system so that only one member can view it (reply to sender)
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29. Downloading a file from an asynchronous conferencing
system to a local disk

30. Uploading (sending) a file to an asynchronous conferencing
system

Table 5: Gender

Table 6: School type

Table 7: Grade level

The mean scores, standard deviations, and t-tests analysis were used to interpret the data gathered via the
survey instrument. The Cronbach’s Coefficent Alpha for the instrument was 0.95.

Results and Discussions

What is the current state of computer skills of students?

The first research question was about the current state of computer skills of students. Table 8 shows overall
mean scores of the students’ responses to each subscale. According to the findings, the students were confident with
their computer skills on each subscale. First skill was about the Internet competencies (M=3.86 >
M5 = 3.41). From this finding, it can be said that the students were feel themselves comfortable with the Internet
options of computer. The second skill was about synchronous interaction on the net (M=3.80 >
M, = 3.41). From this finding, it can be said that the students were comfortable with the synchronous
communication via the computer. The third skill was about asynchronous interaction on the net (M=3.92 >
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Mgjs = 3.41). From this finding, it can be said that the students were using e-mail regularly and comfortable with the
asynchronous communication. The last skill was about asynchronous interaction also (M=3.46 >

Mg = 3.41). From this finding, it can be said that the students were using computer conferencing system, subscribe
and unsubscribe from groups and felt comfortable themselves with the asynchronous communication. Overall, the
students were good at communicating via the computer.

Table 8: Mean and standard deviation scores of confidence subscales

Subscales N M SD
Internet Competencies 292 3.86 95
Synchronous Interaction 292 3.80 1.06
Asynchronous Interaction I | 292 3.92 1.03
Asynchronous Interaction II | 292 3.46 1.08

Do the students’ characteristics (gender, grade level, school type) have any effect on their computer self-efficacy?

The second question of the study investigated the differences occur in the students’ overall computer skills
due to their characteristics such as gender, grade level, and school type. An independent sample t-test analysis has
been conducted to see if gender makes any differences in the students’ computer skills. The results of the analysis
summarised in table 9.

According to the results male students scored higher than female students. Internet competencies subscale
was significant (t= -2.18, DF=290, p=0.30) and asynchronous interaction II was significant also (t=-2.18,
DF=290, p=0.30). For both subscales mean number gap between male and female students were higher than other
subscales. Other computer skill types between females and males were not significant.

Table 9: t-test results for gender effect

Subscales Gender N M SD Df Sig.
(2-Tailed)
Internet Competencies Female 153 3.75 91 290 .030*
Male 139  3.99 .98 .031*
Synchronous Interaction Female 153 3.72 98 290 213
Male 139 3.88 1.14 216
Asynchronous Interaction I Female 153 3.87 .96 290 .394
Male 139 3.97 1.11 398
Asynchronous Interaction II Female 153 3.33 1.02 290 .030%*
Male 139  3.60 1.12 .031%*

An independent sample t-test analysis has been conducted to see if school types make any differences in the
students’ computer skills. The results of the analysis summarised in table 10.

According to the results asynchronous interaction II was significant (t=2.51, DF=290, p=0.13). Other
computer skill types between schools were not significant.

Table 10: t-test results for school type effect
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OHS: Ordinary high school, AHS: Anadolu high school

An independent sample t-test analysis has also been conducted to see if grade level makes any differences
in the students’ computer skills. The results of the analysis summarised in table 11.

According to the results computer skill types between 9™ and 10™ grades were not significant. But the 10™
graders scored higher than the 9" graders. The reason for this can be the older students have more experienced than
the younger ones.

Table 11: t-test results for grade level effect

Conclusions

This descriptive study reveals self-efficacy levels of secondary education (Lycee) students’ toward online
technologies to be able to measure their readiness for e-learning in higher education. This research is just a
beginning to learn and understand the younger generations’ skills on the computer technologies. According to
findings, high school students’ seems to be ready for online delivered education. As expected, high school students’
confidences in their use of computers are quite high and there is no big gap between male and female students. But
the pedagogical issues should be investigated in further researches. Online courses should be designed to deal with a
wide range of student computer skills so as not to overwhelm low skill students with higher skill levels.
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Modular Object-Oriented Dynamic Learning Environment:
What Open Source Has To Offer

Pavlo Antonenko
Serkan Toy
Dale Niederhauser
Iowa State University

Open source online learning environments have emerged and developed over the past 10
years. In this paper we will analyze the underlying philosophy and features of MOODLE
based on the theoretical framework developed by Hannafin and Land (2000).
Psychological, pedagogical, technological, cultural, and pragmatic foundations comprise
the framework and represent the major points of our analysis. This paper is intended for
instructional designers, distance education specialists, K-12 and college instructors who
may want to add an online component to their courses.

As we enjoy great Advantages from the Inventions of others we
should be glad of an Opportunity to serve others by any
Invention of ours, and this we should do freely and generously.

~ Benjamin Franklin

Introduction

Benjamin Franklin’s philosophy resonates in the recent advent of open source software. The term “open
source” refers to computer programs or operating systems for which the source code is publicly available. (Johnson-
Eilola, 2002) The definition further explains that inherent in the open source philosophy is the freedom of a
distributed community of programmers to modify and improve the code (Perens, 1999).

Open source software promotes the use of technologically-neutral, non-proprietary tools and formats,
which allow for wide-spread access. According to the Open Source Initiative website (2004), the major reasons for
utilizing open source software include free distribution, freedom to modify the software to meet individual needs,
cross-platform compatibility and universal accessibility, and active collaboration to improve design. These factors
bear a special significance in an educational setting. As Terry Vessels (2004) puts it:

...Educators have been called upon throughout history to combat censorship imposed by various
powers over the flow of information. The censorship being applied today comes in the form of
licenses that lock away the tools to build the information age and laws that limit fair use in ways
that are unprecedented in the modern era (Y 2).

The open source movement has already had a significant impact in the business world (Wheeler, 2003), and
is now drawing the attention of educators around the globe. Distance education is at the forefront of using and
creating open source applications in education.

Current advances in open source online learning environments are a response to the shortcomings of
commercial products like WebCT and Blackboard. One such weakness is a lack of flexibility in designing and
adding customized learning modules. With commercial products one can only include elements that the software
designers deemed necessary when they developed the program. With an open source learning environment it is
possible to download and use any learning module one might find on any open source software website. This opens
almost limitless capabilities for the user to customize the application by choosing from a variety of options for e-
mail, discussion boards, chat, online quizzes, and all the other elements one might want to include.

Further, as the open source definition suggests, the actual code can be modified and improved to meet
individual needs. So, if the user decides that an open source module he or she found is almost perfect, the code can
be modified to meet his or her needs. Look, feel and functionality can all be changed since the code can be easily
accessed and modified.
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As to pricing of commercial products, “companies are moving toward selling campuswide access to
software, and toward setting prices based on the number of students each college enrolls.” (Young, 2002) According
to Young, “... the company's [WebCT] current software costs $3,000 to $30,000 annually, depending on the size of
the institution and the level of use of the software.” This is particularly important with seemingly continual
decreases in federal and state appropriations for higher education. All open source software, on the other hand, is
available free of charge to anyone who wants to use it.

Shortcomings of commercial distance education software have prompted the development of a number of
open source online learning environments such as MOODLE, EduCreate, Covidia, and LogiCampus. Concurrently,
the open source concept has developed to the point that even the tools used to create such systems are open source.
For example, most of this software is written in Hypertext Preprocessor (PHP) an open source alternative to
commercial scripting languages and make use of open source relational database systems like MySQL. They can be
installed on almost any web server—the most popular being Apache (again, open source). One open source online
learning environment, Modular Object-Oriented Dynamic Learning Environment (MOODLE) is a highly usable,
reliable, and functional alternative to popular commercial products like WebCT and Blackboard. Developed by
Martin Dougiamas, a PhD student in Computer Science and Education at Curtin University of Technology,
Australia, this learning environment provides the considerable flexibility inherent in open source software for
designing and administering Web-based courses to meet the individual needs of online educators. It was specifically
developed to address the aforementioned shortcomings of commercial online learning environments—which he had
used and supported in his own teaching and as a technician working with faculty. In his own words:

... It started in the 90's when [ was a webmaster at Curtin University of Technology and a system
administrator of their WebCT installation. I encountered many frustrations with the WebCT beast
and developed an itch that needed scratching — there had to be a better way (no, not Blackboard :)
(Dougiamas, 2004, 4 2).

Analysis of MOODLE

Dougiamas decided to create his own online learning environment in the open source format and allow the
open source community to help develop and refine his ideas. MOODLE was designed to support and promote users
interested in developing constructivist, student-centered learning environments (Dougiamas, 2004). To examine this
claim, we conducted an analysis of MOODLE using a framework developed by Land and Hannafin (2000) which
was initially designed as a guide for developing constructivist learning environments. According to the authors,
“Learning environments, directed as well as constructivist, are rooted in five core foundations: psychological,
pedagogical, technological, cultural, and pragmatic” (Hannafin & Land, 1997). Figure 1 highlights the five
components of these core foundations as applied to the design of student-centered learning environments.
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Figure 1: Five core foundations of student-centered learning environments (Hannafin & Land, 1997)

In the remainder of the paper we will relate each of Hannafin and Land’s core foundations to the
underlying philosophy and principles that guided the development of MOODLE.

Psychological Foundations

Psychological foundations address research, theory and practice associated with how people think and
learn. Our examination of the program shell and standard MOODLE learning modules reflect the designers’ use of
several important considerations from cognitive psychology:

Situated cognition suggests effective learning should involve immersing students in authentic activity and
culture in a real-world learning context. (Brown, Collins, & Duguid, 1989). Relevance is enhanced through
interconnected, embedded engagement with interesting and complex tasks situated in an authentic context. Situated
learning integrates four critical factors that maximize student learning potential: content, context, community, and
participation (Stein, 1998). MOODLE learning modules allow instructors to set up complex, ill-defined and
authentic tasks in real-life contexts, and assign roles for students to assume in the solution of these problems. For
example, the Workshop module allows students to collaborate on the design of possible solutions to an authentic
problem and peer assess the suggested solutions. The instructor might decide to have students work individually or
in groups to determine where to build an alternate route to help alleviate traffic accidents at a specific intersection.
In the Resource module the instructor can scaffold the activity by providing area maps, different perspectives on the
problem (e.g. interviews with Department of Transportation experts), and sample solutions devised by other states or
counties. Students can brainstorm possible solutions in Chat or Discussion forums, then present their alternate routes
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via the Workshop module, which allows for peer assessment. Thus, learners will compare and contrast their
solutions and select the best one based on the group discussions.

Cognitive flexibility is defined as “the ability to adaptively re-assemble diverse elements of knowledge to
fit the particular needs of a given understanding or problem-solving situation” (Spiro & Jehng, 1990). This theory
focuses on learning in complex and ill-structured domains—which represent many real-life situations. “A central
claim of cognitive theory is that revisiting the same material, at different times, in rearranged contexts, for different
purposes, and from different conceptual perspectives is essential for attaining the goals of advanced knowledge
acquisition” (Spiro, Feltovich, Jacobson, & Coulson, 1991). One of the major metaphors employed by the theory is
that of a ““... criss-crossed landscape, with its suggestion of a non-linear and multi-dimensional traversal of complex
subject matter, returning to the same place in the conceptual landscape on different occasions, coming from different
directions” (Spiro, Vispoel, Schmitz, Samarapungavan, & Boerger 1987; Wittgenstein, 1953). MOODLE supports
the “criss-crossing of the conceptual landscape” through the Glossary learning module—a unique feature that allows
users (both students and instructors) to create an online hypertext-based dictionary that is created on the fly and
updates automatically to all content in the course or even throughout the entire portal. This module allows users to
consult the glossary dynamically while navigating through the lesson content, assignments, or even discussion
postings, but, perhaps more importantly, students take ownership for their learning as they actively construct a
richer, more complex and sophisticated learning environment.

Pedagogical Foundations

Pedagogical foundations include the instructional practices that the designers use. They are grounded in
theories of learning and reflect the teaching strategies with which they are aligned. MOODLE developers have
explicitly stated that the design of the software is grounded in constructivist and constructionist instructional
principles. In the following paragraph, Dougiamas (2004) discusses the importance of pedagogy and encourages
educators to adopt the constructivist methodology:

Once you are thinking about all these [pedagogical] issues, it helps you to focus
on the experiences that would be best for learning from the learner's point of
view, rather than just publishing and assessing the information you think they
need to know. It can also help you realise how each participant in a course can
be a teacher as well as a learner. Your job as a 'teacher' can change from being
'the source of knowledge' to being an influencer and role model of class culture,
connecting with students in a personal way that addresses their own learning
needs, and moderating discussions and activities in a way that collectively leads
students towards the learning goals of the class. (Y 13)

Constructivism implies that the learner links new information with existing and future-oriented knowledge
in unique and meaningful ways (McCombs & Whisler, 1997). Social constructivism, a branch of this theory,
emphasizes the value of knowledge that is built socially in a learning community. Pioneered by theorists like
Vygotsky (1978), this paradigm argues for the importance of culture and context in forming understanding. Learning
is not a purely internal process, nor is it a passive shaping of behaviors. Vygotsky favored a concept of learning as a
social construct which is mediated by language via social discourse.

MOODLE promotes social discourse in learning through the synchronous and asynchronous
communication modules described above. Internal support for introducing groups within a class of students in the
learning environment is built into the program. Students can form cohorts themselves or the instructor can moderate
this process. Within a cohort students work cooperatively and engage in a more individualized interaction with one
another. Later, cohorts can share their perspectives in a whole class discussion and continue the learning process as a
unified group. Although the program supports this type of instruction, the art of combining individual activities with
cohort-based or whole-class activities is one of the factors that reflect the teaching skills of the instructor. An
instructor may choose to integrate a discussion forum, chat or even a private two-way dialogue into any learning
activity of the course. Wiki is the module that gives students and instructors the opportunity to collaborate on the
design of hypertext that represents the knowledge constructed socially by the learning community of an individual
class. A community of graduate students, for example, can thus work together on a literature review for a specific
topic. The document is started when a student makes the first text entry. Other students modify this document to
develop the ideas for the literature review. The system keeps track of each modifications and both students and
instructor have the opportunity to see how the document developed over time, and who and how each person
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contributed. Younger learners might enter and revise class notes in a group Wiki, compare and revise the notes as a
class, and create a useful resource for each other and for future students.

Constructionism (as opposed to Constructivism) asserts that that knowledge acquisition is particularly
effective when constructing something for others to experience. Papert (1991), who started developing this concept
in the 1980s, asserts that constructionism “...shares constructivism's connotation of learning as "building knowledge
structures" irrespective of the circumstances of the learning. It then adds the idea that this happens especially
felicitously in a context where the learner is consciously engaged in constructing a public entity, whether it's a sand
castle on the beach or a theory of the universe.” Constructionism stresses the importance of building external
artifacts as a means to more effectively construct and represent the inner knowledge structures. The importance of
learning through design is supported by the research on children’s development of strategies and collaboration in
video game design, building and learning with programmable bricks (Kafai & Resnick, 1996). In addition to the
Glossary and Wiki examples provided earlier, MOODLE supports the construction of artifacts by allowing learners
to present and share their knowledge in a variety of different formats, including multimedia and hypertext. These
products can then be shared with others through Discussion Forum, Resource or Assignment modules. Further, as
described above, the Workshop module promotes social construction of knowledge artifacts by allowing students to
collaborate on the possible solutions to ill-structured real-world problems and evaluate them in the peer assessment
activity.

Technological Foundations

Technological foundations affect how media can support, limit, or improve the pedagogy of the learning
environment. According to Land and Hannafin (2000), ... technology can control the pacing and chunking of
information where cognitive load limitations are assumed...”

MOODLE supports the pedagogy of the learning environment through its interactive, collaborative and
reflective modules. For example, the Journal module allows the instructor to ask the students to reflect on a
particular topic, and edit and refine their answer over time. This activity promotes self-assessment, critical thinking,
and metacogntition. Learning journals entice students to think in unconventional ways (Fulwiler 1987) and provide
an opportunity to both develop and capture reflection in the learning process (Moon, 1999).

Although the flexibility of hypertext systems is powerful, it may result in disorientation problems (Theng,
1997) and information overload (Niederhauser, Reynolds, Salmen & Skolmoski, 2000). The MOODLE shell
provides a framework for presenting modules that accounts for these potential problems. It allows to structure and
control the presentation of the learning material and decrease the risk of the “lost in hyperspace” problem (Boyle &
Encarnacion, 1994). For example, each page of the portal has a quick-jump drop-down menu that allows users to
navigate the system more efficiently. Users may also use the personalized navigation bar at the top of each page,
which tracks and shows the history of previously viewed pages for each specific user. Extraneous cognitive load
often occurs when instructional materials require learners to use cognitive resources to search for specific
information without providing any scaffolds or quick and easy access to relevant resources (van Merrienboer,
Kirschner, Kester, 2003). Information overload of learners is reduced through built-in support for adaptive hypertext
navigation (Hook, 1997). Navigation in MOODLE is further enhanced via the use of the Latest News section, which
allows instant access to the most recent discussion postings, news entries and assignments. A similar function is
performed by the Calendar module that highlights the upcoming events, due dates and other information through
simple mouse rollovers.

A major strength of using MOODLE lies in the inherent nature of open source software which promotes
customization. With only a basic knowledge of web scripting one can add almost any open source stand-alone
application to customize an online learning environment to meet individual needs. For example, more than half of
the modules, visual themes, and administration features available in the current version of the program have been
added by different members of the open source community. This brings us to the discussion of another important
foundation of learning environments — the cultural aspect of design.

Cultural Foundations

Cultural foundations tend to reflect the prevailing values of a learning community. For instance, one might
find particular values such as back to basics, interdisciplinary learning, or global society in a given learning
environment. (Land & Hannafin, 2000)

The central ideas in the MOODLE culture are collaboration, sharing and community. They are represented
in Dougiamas’ (2004) discussion of social constructivism, one of the four major concepts in the underlying
philosophy of MOODLE:
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[social constructivism] extends the above ideas into a social group constructing things for one
another, collaboratively creating a small culture of shared artifacts with shared meanings. When
one is immersed within a culture like this, one is learning all the time about how to be a part of
that culture, on many levels. (1 9)

Virtual community is defined as a community of people sharing common interests, ideas, and feelings over
the Internet or other collaborative networks (Rheingold, 2000). Members of a learning community also share the
meanings that they make of the learning material. Social exchanges by individual students are an important part of
the group interaction and learning. They help build a sense of trust and respect among community members (Lally &
Barrett, 1999). Students in the MOODLE learning environment form a cultural community by interacting in
synchronous and asynchronous discussion modules, Journal and the collaboration tools like Workshop, Wiki and
Glossary discussed earlier.

Another aspect of community building associated with MOODLE involves those who are working to
develop, refine, and support advancement of the program. The collaborative nature of designing and supporting
open source applications like MOODLE reflects the important social aspect of software development and
knowledge construction by integrating the diverse perspectives and expertise of the members of the international
community working together to improve the quality of the software. The community of MOODLE developers and
users bring multiple perspectives and skills and share their views on online learning in MOODLE discussion forums.
This international collaborative effort results in a truly socially constructed design process, which enhances the
quality of the software from both the pedagogical and technological perspective. For example, Williams Castillo, “a
curious developer” from Caracas, Venezuela, contributed to this open source project by designing the Glossary
module. He also maintains a discussion forum on creative uses of the Glossary. Further, the community works
collaboratively to provide technical support for all of its members.

Pragmatic Foundations

As the name suggests, these foundations are concerned with doing a reality check. How does the learning
environment correspond to the needs of target audiences? What are the benefits, and what are the limitations?

MOODLE is an open source online learning environment that is developed for the administrators of web-
based courses for K-12 and university instructors. The system is efficient and features cross-platform compatibility
and a low-tech browser interface. A highly relevant aspect of MOODLE for educators is that it is available as a free
download on the Internet and can be installed in an hour. Even though one can administer the installation of
MOODLE with just a basic knowledge of web interfaces, one should probably have experience managing database-
driven dynamic websites.

With the software installed the creation and management of the learning environment can be performed by
a person with limited technological expertise. MOODLE’s creators realize that educators are not high-end
developers and therefore all the administration is performed through a simple, intuitive graphical user interface
(Figure 2). Help buttons are included for every component of the administration menu and provide guidance for
novice users of the system.

Most text entry areas in MOODLE such as resources, forum postings, assignments etc. can be edited using
an embedded WYSIWYG (What You See Is What You Get) HTML editor. The administrator (instructor) can allow
or prohibit students to modify specific parts of the course, like journal entries. Further, MOODLE courses can be
categorized and searched, allowing one MOODLE installation to support thousands of courses and function as a
campus edition. Plug-in activity modules can be added to existing MOODLE installations and enhance the existing
structure of the courses. Customizable themes allow the administrator to customize the site colors, fonts, layout, and
other features to suit individual needs. MOODLE language packs allow full localization to 43 languages. Even the
language packs can be easily edited using a built-in web-based editor. [Insert Figure 2 about here]

Technical support is freely available on the Web and is provided by MOODLE developers and users

through discussion forums and Frequently Asked Questions section. Each learning module is supported by

a separate discussion forum containing tips and tricks, teaching strategies, learning standards, course

formats, and advice on how to build a strong learning community.

Conclusion
Open source software has become increasingly popular in many areas. One such application, MOODLE,
provides a constructivist learning environment that makes a significant contribution to enhance web-based learning.
As this paper demonstrates, the design of MOODLE integrates general principles of constructivist learning
and provides an online learning context that supports student-centered pedagogy. This system is grounded in
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situated cognition and cognitive flexibility theory that provide the opportunity for an instructor to create a
constructivist and constructionist environment to enhance teaching and learning. The capabilities to design student-
centered learning are embedded in MOODLE and its modules; however, it is ultimately the responsibility of the
instructor to make good use of them.

The MOODLE project indicates the growing interest of educators and open source programmers in joining
their efforts to improve the quality and reduce the cost of education. Since it is distributed under the General Public
License, MOODLE can be easily modified to meet individual needs. Further, development, customization, and
support are all completed as part of the community effort to improve online teaching. This open source application
provides an effective and cost-efficient alternative to expensive commercial software packages for those interested
in joining the movement to provide high quality constructivist-based educational experiences in the online
environment.
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MIDI Magic: Exploring the New World of Digital Music

Tom Atkinson
Central Missouri State University

As the song goes, “Don’t know much about His-to-ry, don’t know much about Tech-no-lo-gy!” But what
we do know is that music technology now plays a crucial role in most schools. Fully integrating this technology
requires much greater awareness. From Mozart to Madonna, technology has forever changed the field of music.
Although accessing music through the Web and through digital storage devices has been remarkably significant,
perhaps to an even greater extent, music synthesizers and editing software have dramatically changed the very
nature of music. Technology provides powerful aids to composing, notating, editing, and performing music that
even elementary school students can learn to use.

If you've ever had an original song idea in your head and wished you could have it performed, MIDI is the
way to do it. All you need is a MIDI Sequencer, plus a MIDI instrument to enter notes. You can also use MIDI
Notation software to place notes on a musical staff without playing them at all. You can start with just a melody and
then add backing chords, bass, and rhythm later, or add instruments in any order you like. If you make mistake, you
can change it without having to play the part all over again. You can also make entire sections repeat without
playing them again. And you can rearrange and re-orchestrate your song as many times as you like.

Many people enjoy arranging and orchestrating music as much as performing it. There are MIDI files
available for songs from every style of music, as well as, software programs that generate the basic rhythm and
chord patterns that define specific styles that you can use to create your own arrangements and orchestrations. Just
change the instrumentation, add a verse or chorus here or there, even put in your own original phrase or section. All
of this is easy to do with MIDI. You can also share your arrangements with others, who can then rearrange them.
Many people download MIDI files from the Internet and arrange them to fit their own needs.

Band-in-a-Box (Image 1), described as an intelligent accompaniment software, is a powerful and creative
music composition tool for exploring and developing musical ideas with near-instantaneous feedback. It contains
features to display notation, enter lyrics, create melodies, add harmonization, and program a variety of musical
styles. The Soloist generates professional quality solos over any chord progression. The Melodist creates songs from
scratch with chords, melodies, intros, solos, and even a title.

Band-in-a-Box can add recordings of acoustic instruments or voices to the composition with special effects
processing. Its built-in audio harmonies can turn an audio track into multiple harmony parts and even adjust its pitch
by tracking the Band-in-a-Box melody track. Digital audio features make Band-in-a-Box the perfect tool for
creating, playing, and recording music with MIDI, vocals, and acoustic instruments. You can print out your musical
arrangement with repeats and endings, DC markings and codas, or save it as a graphic file for Web publication or
even e-mail it to a friend. And when you're ready to let others hear your composition, you can burn it directly to an
audio CD. Save your composition as a Windows Media File or other compressed formats for a file that's "Internet
ready." It’s a great way to create your own backup band!

PowerTracks Pro Audio (Image 2) provides a fully-featured MIDI and digital audio sequencer and multi-
track recorder. Unlike Band-in-a-Box, you do not create music in PowerTracks by typing in the chords to a song.
Rather, you 'layer' tracks of MIDI and digital audio, each of which must be recorded from scratch. This takes longer,
but in exchange you have much more control over the nuances of your music. Band-in-a-Box does not allow you to
edit the individual events of the accompaniment tracks. This is because the program generates the accompaniment
for you, and it is different every time you play your song. PowerTracks also comes loaded with a host of effects to
help you put the subtle, finishing touches on your work. Use a bit of reverb to create a 'spacious' feel; add some
chorus and distortion to enhance the 'grind' of your guitar tracks; fiddle with the compressor to give your drums that
extra 'punch.' PowerTracks (and patience) are all you need to infuse your songs with a refined, 'studio’ feel.

After creating music, playback usually occurs through devices called synthesizers. Although most
computers have built-in synthesizer capability on their sound cards, more serious performers use specialized
hardware or software to generate the sounds through their computer. Musical-Instrument-Digital-Interface (MIDI)
is a technology that represents music in digital form. Unlike other digital music technologies such as MP3 and CDs,
MIDI messages contain individual instructions for playing each individual note of each individual instrument. So
with MIDI it is actually possible to change just one note in a song, or to orchestrate and entire song with entirely
different instruments. Since each musical part in a MIDI performance is separate from the rest, it’s easy to listen to a
single instrument and study it for educational purposes, or to mute individual instruments in a song so that you can
play that part yourself. Hardware synthesizers can be expensive but software alternatives are quite inexpensive or
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even included with most arranging and composition programs. For example, the Edirol Virtual Sound Canvas
(Image 3) allows you to customize playback of MIDI files using the same sounds and for a fraction of the cost of
hardware synthesizers. You can even export your finished files into popular multi-media application formats.

From beginner to the professional, technology has forever changed the way we create music.
Experimentation with music scanning and pattern recognition software may soon make it possible to capture not
only existing scores and recordings but allow even non-musicians to explore their ideas and produce unique
arrangements and compositions, all with simple clicks of a mouse!

Product References
BIAB http://www.pgmusic.com/

PowerTracks http://www.pgmusic.com/powertracks.htm
Edirol Synth http://www.edirol.com/products/software.html
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Effects of Varied Animation Strategies in Facilitating Animated Instruction
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Francis Dwyer
The Pennsylvania State University

Background

The use of animation and audio as a virtual panacea for everything from advertising to educational videos
and instruction has created the presumption that any materials that use them ‘must be better!” Now doubt that the
addition of animation can improve message delivery on a number of scales, but the use of animation regardless of
message and with little concern for systematic placement may be causing more harm than good. Combined with the
increasing prevalence of computing technology and increasing ease of development on standard workstations the
integration of animation in web-based instruction is a more realistic possibility. This study explores the effect of
animation on higher order educational objective achievement in a web-based, self-paced programmed instructional
unit on the human heart and its functions for undergraduate students with majors outside of the life sciences.

Introduction

In instruction the use of pictorial media has long been considered to be an important instructional variable
supported by a number of theoretical considerations. Kulik and Kulik (1985) reported that computer-based
instruction enhances learning and fosters positive attitudes toward instruction with college students. Unfortunately
most of the studies that have been carried out examining animation in computer-based and web-based instruction
have been cursed with confounding and poor designs. (Rieber, 1991; Dwyer 1978; Park & Hopkins 1993) There are
various reasons for the conflicting results and inconclusive results. Dwyer (1978) pointed out that one of the major
problems with media research was that it didn’t describe the types of learning tasks or objectives that it expected the
participants to achieve. Sadly upon review of available literature dealing with animation in computer-based and
web-based instruction this still appears to be the case. In the subsequent literature review this author makes a case
that not much has changed in the past 25 plus years in media research since Dwyer’s observation. Further the
questions of effectiveness in practice and convergence of theory remain largely inconclusive.

Definition

With a lack of definition of terms being one of the major criticisms of the research reviewed in the
subsequent pages the researchers will explicate their operating definitions for animation. Animation is a sequence
of images played in rapid succession such that to the human eye the result is apparent motion (Park & Gittelman,
1992) and is generally used in instructional materials for one of three purposes: attention-gaining / attention-
direction, presentation, and practice (Rieber, 1990).

Literature Review

Paivio’s dual coding theory (DCT) asserts that images and verbal processes together determine learning
and memory performance (Clark & Paivio, 1991). According to Paivio’s (1971, 1986) and later Clark and Paivio’s
(1991) explanation, using the information processing model and the spread of activation in the brain, the links
between verbal and non-verbal symbolic storage can trigger each other, ...this spreading activation results in
complex patterns of arousal among the representations in the network.” (Clark & Paivio, 1991, p. 154) Further,
Clark and Paivio propose that both types of mental representations have dedicated channels for the processing and
encoding of information. Tulving (1976) suggests that information can be processed on several levels in parallel
processes and a logical extension of this using information processing as a guide is that the parallel processing can
aid in the transfer of information into long-term storage. The concept of parallel processing is not new to cognitive
psychology, and will be generally accepted by the researchers. What is of interest to the researchers stems from the
apparent inconsistencies in the literature regarding the use of animated sequences to facilitate learning or
achievement.
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Animation Studies and Findings

Park and Hopkins (1993) suggest that educational research on visual displays evolved from two distinct
camps: the behaviorist with work by Guthrie, Skinner, and Thorndike on eliciting desired responses after some
stimulus, and the cognitive with work by Paivio and his Dual Coding Theory (DCT). Tulving and his concept of 3
major types of memory: episodic, semantic, and procedural would also fall under the cognitive branch in this
division as well. (Gredler, 2001, p. 171)

In Rieber’s 1990 review of 12 studies spanning 25 years, he found inconsistent results in the effects of
animation on achievement and learning by extension. Similarly, Park and Hopkins (1993) reviewed 25 empirical
studies, 17 of which dealing directly with computer based instruction and also reported mixed results. Dwyer and
Dwyer in a 2003 presentation reviewed 5 animation based studies using similar content and identical assessment
tools on a total of 781 subjects, and found only three cases out of the 72 examined where animation showed
significant benefits over static visuals. Owens and Dwyer (2003) in an unpublished study actually found animation
to be less effective than static visuals at higher levels of learning.

In a study published in 1988 by Reiber and Hannafin looking at the effects of animated or textual orienting
activities on learning in computer based instruction with fourth, fifth, and sixth graders, they report that neither text-
based or animated activities were powerful influences on learning. This studies content was based on Newton’s laws
of motion, and the authors report that a 24 item posttest was administered with a KR-20 reliability of .83 overall.
While not explained they also report that validity was established through expert review by independent science
teachers.

In a study published one year later in 1989, Reiber ran another factorial study 3x2x2 looking at more
factors comparing graphic type (animation, static graphic, not graphic) and text type (text, no-text) and practice type
(relevant, irrelevant). Additionally within subject he examined factual verses application objectives and near verses
far transfer. The overall reliability of the improved dependent measures was .91. In this study “The lack of main
effects among the embedded elaboration conditions was surprising.” (Reiber, 1989, p. 439) Two years later Reiber
(1991) ran a simple version of the study looking only at graphic type (static graphics verses animated graphics) and
practice type (simulation verses simulation with questions) found significant effects in favor of animation for near
transfer on incidental and intentional questions.

In a 1998 animation study conducted by Park using a computer based instructional unit on electronic circuit
repair he reports that static graphics with motion cues can be used instead of full graphical animation as they both
were equally effective on the performance and transfer tests that were administered. Will this finding may well be
true, Park did not identify the level of educational objectives measured or report any reliability or efforts to support
validity on his dependent measures. If the dependent measures were measuring factual or conceptually based
knowledge than the finding may offer some direction an support but with out it being reported the readers are left to
their own devices and field suffers once again.

“Although much research has been done on the effectiveness of static visuals (Dwyer, 1978), little research
has conducted on animation’s instructional effects. Empirical data that are available are inconsistent.” (Reiber,
1990, p. 78) In the almost 15 years since Reiber wrote this statement, little has changed. More studies have been
run, but a general consensus has yet to be reached. This lack of consistency stems from several different sources in
both internal and external validity issues. There are the more obvious issues of poor study design, varying and
insufficient sample sizes, issues with content relevance, lack of systematic process for placement of treatments, use
of assessments with out evidence of -or even reported assessment reliability and content validity. Even with all of
these issues surrounding the existing literature, one of the most egregious errors revolves around the lack of
definition of the types or methods of animation used and the levels of instructional objectives that were being
addressed in the studies. The failure of previous researchers to provide reasoning for placement of the interventions
casts yet more doubt on use and application of reported results. With out a systematic process for placement of the
animation the net effect may well be supporting an instructional objective that is already sufficiently addressed in
the instruction thereby wasting the time and attentional resources of the participants as they would have responded
with the correct answer before the added stimulus was introduced.

Literature Review Summary

The numerous studies addressing animation and its effects are asking good questions, but are for the most
part lacking in execution in some major areas of concern. Gagne (1985) in his book entitled The Conditions of
Learning, proposed that there are different types of learning and that each type of learning requires a different
approach. The problem remains that while all the previously mentioned studies are asking good questions they are
not providing sufficiently based answers. The need for the systematic placement of independent variables, which

65



previous studies lack, and the use of sound instruments with reported reliability, which previous studies also lack, is
paramount in accurate interpretation of results.

How This Study is Different

Where this study set itself apart from the previous studies in the literature is through the systematic
placement of the animation in a programmed instructional unit. Further, in this study the researchers have gone to
great pains in the pilot studies to refine the programmed instruction so that the participants have the necessary
factual and conceptual knowledge to build upon for higher order learning to take place. “An awareness of the fact
that that there are different kinds of educational objectives each requiring specific prerequisites is crucial to
educators who aspire to employ the visual media effectively” (Dwyer, 1978, p. 43). Additionally this study used
instruments with previously reported reliability and demonstrated discriminatory power for its dependent measures.
It is hypothesized that the use of the animation can reduce the overall cognitive load on the participant there by
allowing them to queue to the import information in the instruction and process it more effectively.

Statement of Purpose
Specifically, this study sought to examine the effectiveness with which different types of stimuli, varied
animation strategies, can be used to complement a web-based programmed instruction unit to improve learner
achievement on four different types of educational objectives.

Design and Methodology

Eight-Eight undergraduate students enrolled in lower-division management, educational psychology, and
information sciences technology classes were randomly assigned to one of three treatments in a randomized 1 X 3
post-test only experimental design. The type of animation strategy used was considered to be the independent
variable with three levels (control with base animation employed, simple level with base animation and simple
reveal, and complex level with base animation and progressive reveal). Dependent variables were the scores
achieved on the criterion measures by the participants. Participation in the study was voluntary and at the
recruitment sessions the students were able to select their preference of times to report to a list of labs were
researchers would be waiting.

Systematic Placement and Development

Two pilot studies and the current study were run from September 2003 through September 2004 to
systematically apply the effective use of the animated stimulus in the final iteration reported here. A brief
explanation of the two pilot studies and treatments development will be covered in the following section.
Pilot Study #1: (n=12) This first pilot and genesis for the larger
study was done in response to criticism in the literature that one of Figure 1. Sample Pilot Screen Shot _
the reasons for conflicting results was that it was unreasonable to B -
expect any achievement differences at higher levels of educational
objectives if the lower levels still were not addressed in sufficient
detail as to achieve an acceptable score (average of 90%).The first
pilot study was conducted to facilitate the development of the future
instructional treatments and test the programmed instructional units
effectiveness. This pilot study took the instructional booklet
developed by Dwyer and Lamberski in 1977 and ported the
treatment over to a web-based instructional unit and added five
quizzes to make it into a programmed instructional unit. There was
no use of animation and only a recreation of the static visuals used
in the original paper based instruction (figure 1). The purpose was
to identify items with a high of difficulty (.60 or below on the drawing and identification tests) to determine areas
where the static visual instruction might be complemented by a refined programmed instructional unit to further
improve student achievement.

Pilot Study #2: (n = 138) This second pilot built off of the lessons learning in first pilot on the programmed
instructional unit. Adaptations and corrections were made in the programmed instruction in hopes of pushing
achievement even higher. Additionally there were questions to the effectiveness of our programmed instructional
unit. If you are building a structure you need a good foundation, the factual and conceptual information is that base
for higher order objectives was specifically stressed in the programmed instruction. Simple (base) animations were
developed using flash and fireworks for the graphical development. In this study three levels were established: First
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there was the instructional script from Dwyer and Lamberski (1977), with static visuals only totaling 20 content
pages. The second treatment (figure 2) was the programmed instructional version with the same script broken down
into no more than 2 parts or concepts per webpage for a total of 28 content pages with embedded quizzes after every
5 or six parts of the heart were covered in the first 17 frames. The third treatment (figure 3) has the same breakdown
and structure as the programmed instructional unit, but added basic animation to help facilitate and reduce the
information processing load on the part of the subjects.

Figure 2. Pilot #2 — Simple Screen Shot  Figure 3. Pilot#2 — Complex Screen Shot _
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After the study was run and the groups of students (control n= 47, programmed instruction n = 47,
programmed instruction + animation n = 44) data analyzed five items from the drawing test, nine items from the
terminology test, and ten items from the comprehension test and zero items on the identification test were identified
with a difficultly of .60 or less and the animation developed for the current study

Current Study: In this iteration of the study there are three levels of animations explored. The complex
treatment from pilot study number 2 with the placed animation only at the right of center text area served as the base
animation or control group. The second treatment (figure 4) used the same base animation as the control but added
another effect of a simple reveal and fade that cycled two times than stayed on the screen until the subject moved on.
The third treatment (figure 5) used the same base animation as the control but added another effect of a progressive
reveal and fade that cycled two times than stayed on the screen until the subject moved on. The belief is that the

Flgure 4. Current Study — Simple Screen Shot F_{gjure 5. Current Study — Complex Screen Shot
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forced information processing through the use of progressive display of information will not only be more effective
in directing attention but also establish links in memory that the simple and control treatments may not.

In the complex or progressive reveal treatment the subject was presented three units (a word, or a symbol, or a group
of words) of information in succession. The simple reveal treatment had the same information but it was displayed
and faded in all at once. Additionally, in the progressive reveal treatment the part of the heart or first part of the
statement faded in, then in the on screen animation the corresponding part blinked three times, then the next two
sections of the phrase or idea faded in after a short delay. For each thought or idea the process was repeated once
for a forced display of the information happening twice on any given screen. At the conclusion of this animated
sequence the subject could choose to view the entire animation again or move on to the next webpage. It should be
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noted that the complex animations, by the very nature of the progressive reveal, required more time to display and
averaged around 22 seconds run time for the base animation and the progressive reveal. In the simple treatments
where the idea was revealed all at once after the base animation the average run time was around 15 seconds. In the
control group where only the base animation was displayed the average was around 11 seconds.

The subjects were given a moderate level of user control, they could replay or view previous animations at
any time during the instruction, but were required to view the animation on a screen before being allowed to
progress through the lesson. Additionally the environment allowed that subjects to pull up static images of all the
parts of human heart after they had been covered in the instructional unit. There was a degree of linearity in
programmed instructional part of the materials as there were required to correctly answer 4 out of 6 questions on the
quizzes or they were automatically sent back the beginning of that section, generally 3 pages prior. If an acceptable
score was achieved on the practice quizzes they were able to progress forward normally.

Dependent Measures

In the pilot studies and in this iteration of the study four criterion measures developed by Dwyer (1965)
each consisting of 20-items was employed to assess the participant’s achievement. It should be noted that with the
exception of the drawing test, which was administered in a paper pencil format, all other assessments and quizzes
were administered in an online format to minimize any mixed medium effects between the lesson and the
assessment. Reported reliability coefficients (KR-20) and brief explanation adapted from Dwyer (1978, pp. 45-47)
of each tool are outlined below:

Drawing Test. (K-R 20: .91) A 20 object queued recall test designed to evaluate student ability to construct
and/or reproduce items in their appropriate context. The drawing test provided the students with a numbered list of
terms corresponding to the parts of the heart discussed in the instructional presentation. The students were required
to draw a representative diagram of the heart and place the numbers of the listed parts in their respective positions.
For this test, the emphasis was on the correct positioning of the verbal symbols with respect to one another and in
respect to their concrete referents. Conceptual level educational objectives were addressed with this assessment.

Identification Test. (K-R 20: .86) A 20 question - 5 option multiple choice test designed to evaluate student
ability to identify parts or positions of an object in the heart. This multiple-choice test required students to identify
the numbered parts on a supplied detailed drawing of a heart. Each part of the heart, which had been discussed in
the presentation, was numbered on the drawing. The objective of this test was to measure the ability of the student
to use visual cues to discriminate one structure of the heart from another and to associate specific parts of the heart
with their proper names. Factual level educational objectives were addressed with this assessment.

Terminology Test. (K-R 20: .87) A 20 question - 5 option multiple choice test designed to measure
knowledge of specific facts, terms, and definitions. This multiple-choice test consisted of items designed to measure
knowledge of specific facts, terms, and definitions. The objectives measured by this type of test are appropriate to
all content areas that have an understanding of the basic elements as a prerequisite to the learning of concepts, rules,
and principles. Specifically, conceptual level educational objectives were addressed with this assessment as a spring
board for high level objectives.

Comprehension Test. (K-R 20: .84) A 20 question - 4 option multiple choice test designed to measure a
type of understanding in which the individual can use the information being received to explain some other
phenomenon. This multiple-choice test consisted of items where given the location of certain parts of the heart at a
particular moment of the heart beat cycle, the student was asked to determine the position of other specified parts in
the heart at the same time. This test required that the students have a thorough understanding of the heart, its parts,
its internal functioning, and the simultaneous processes occurring during the systolic and diastolic phases of the
heart beat. The comprehension test was designed to measure a type of understanding in which the individual can
use the information being received to explain some other phenomenon and addressed the rule / procedural
knowledge educational objectives.

Total Criterion Score. (K-R 20: .95). All items contained in the previously noted individual tests were
combined into a composite test score to measure overall learning and understanding.

Validity of Dependent Measures

Upon examination of the content pages, instructional script and materials face validity is believed to be
evident by the researchers. Given that the tests were textually identical in the web based version used in this study
content and construct validity for dependent measures is assumed as part of the original instruments umbrella. An
explanation of the process used in establishing validity is covered in detail greater in Dwyer 1978 and in his 1965
thesis. In short the instructional materials and dependent measures were put through content expert and educational
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expert review with objectives and descriptions were developed and employed during test development phase by
Dwyer originally in 1965 as part of his doctoral thesis.

Results
For statistical analysis the alpha level was set a priori at the 0.05 level, and an ANOVA was conducted on
each dependent measure. Where significant differences are obtained, Scheffe or Dunnett C, according to Levene’s
test of homogeneity of variance, follow —up procedures were implemented. From the outset of the study it was the
intention of the researchers to analyze the data from each criterion measure individually and collectively and in an
effort to comprehensively examine the effects the animation. In the table 1 below the descriptive statistics for all
items are displayed.

Table 1. Means and Standard Deviations for Each Treatment on Each Dependent Measure

Dependent Measure Base Animation Base Animation with Base Animation with
Mean # Correct Control Group (n=29) Reveal (n=31) Progressive Reveal (n=28)
Standard Deviation.

Drawing

Mean 15.97 16.00 18.07

S.D. 3.26 3.61 2.26

Identification

Mean 17.62 18.35 18.45

S.D. 247 1.70 1.99

Terminology

Mean 11.93 13.65 15.10

S.D. 5.03 3.96 3.30

Comprehension

Mean 11.00 12.55 12.79

S.D. 3.64 3.67 3.51

Total Criterion Score

Mean 56.52 45.55 64.75

S.D. 11.90 7.76 8.75
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Tables 2 and 3 show the results of the One—Way Anova and the Figure 6. Total Criterion Means Plot
appropriate follow up tests used. Significant effects were found on

the Drawing (F=4.29 df (2,85), p=.02) and Terminology (F=4.25 df

(2,86), p=.02) and Total Criterion (F=29.767 df (2,85), p<.001). In

the case of the drawing test, after using Scheffe post hoc test it was &
determined that the progressive reveal group did significantly better
than both the simple reveal and control groups. For the Terminology
test, after using Dunnett C follow up test because it failed the Levene
test of homogeneity it was determined that the progressive reveal
group statistically performed significantly better than the control
group with base animation only. When looking at the Total Criterion
measure the assumption of Levene’s test of homogeneity test was not corol sl
supported and Dunnett C was implemented on the results. The GROUP

results were statistically significant in all comparisons and best

illustrated by Figure 6.

Mean of TOTAL

Table 2. Results of Analysis of Variance Across All Items

Sums of Mean
Squares df Square F sig
Drawing Between groups  83.26 2 41.63 429 .0l6
Within Groups 824.82 85 9.70
Total 908.08 87
Identification Between groups  12.00 2 6.00 140  .253
Within Groups ~ 369.10 86 4.29
Total 381.10 88

Terminology Between groups  146.26 2 73.13 425 017
Within Groups 1481.65 86 17.23
Total 162791 88

Comprehension ~ Between groups  55.20 2 27.60 2.189 .118
Within Groups 1084.44 86 12.61

Total 1139.64 88

TOTAL Between groups  5491.29 2 2745.64 29.77 .000
Within Groups 7840.17 85 92234
Total 1333146 87

Table 3. Analysis of Variance Follow Up Tests With Significance All Items

Test Follow Up Used Group 1 Group2  Mean
Levene Statistic Sig. Difference
Drawing Scheffe Complex  Control  2.11
13 Simple 2.07
Terminology ~ Dunnett C Complex  Control  3.17
.001
TOTAL Dunnett C Complex  Simple 8.23
.010 Control 19.20

Control Simple 10.97

Also of interest was the analysis run on just the items addressed in the treatments. For the Drawing test
there were five items that had and item difficulty less than .60 after an item analysis. Similarly the Terminology and
Comprehension tests had nine and ten items respectively that were specifically targeted. Table 4 displays the
descriptive statistics for the items addressed. Table 5 shows the results of the analysis of variance and table six
displays the appropriate follow-up tests and their significant results. It should be noted that there were no items on
the identification test with a difficulty level less than .60 and therefore were not addressed. Also the terminology
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test was found significant with comparing all 20 items on the test but when looking at the 9 items addressed
specifically it just misses the .05 alpha level coming in with p =.075.

Table 4. Means and Standard Deviations for Individual Items Addressed on Each Dependent Measure

Dependent Measure (# of ~ Base Animation Base Animation with Base Animation with
items address) Control Group (n=29) Reveal (n=31) Progressive Reveal (n=28)
Mean # Correct

Standard Deviation.

Drawing (5 Items)

Mean 3.28 3.81 4.50
S.D. 1.60 1.28 0.73
Identification (0 Items) N/A N/A N/A
Terminology (9 Items)

Mean 4.14 4.77 5.52
S.D. 2.49 2.29 2.01
Comprehension (10 Items)

Mean 5.14 5.06 5.21
S.D. 1.66 5.21 1.78
Total Score

Mean 12.55 13.65 15.32
S.D. 4.56 3.63 3.61

Table 5. Results of Analysis of Variance Addressed Items Only

Sums of Mean
Squares Df Square F Sig
Drawing Between groups  21.45 2 10.72 6.62  .002
Within Groups 137.63 85 1.62
Total 159.08 87

Identification None Targeted
Terminology Between groups  27.64 2 13.82 2.68 075
Within Groups ~ 444.11 86 5.16

Total 471.75 88
Comprehension  Between groups  0.31 2 015 0.05 951
Within Groups ~ 258.38 86 3.00
Total 88
TOTAL Between groups  110.72 2 55.36 3,53 .034
Within Groups 1332.38 85 15.68
Total 1443.09 87
Table 6. Analysis of Variance Follow Up Tests With Significance
Addressed Items Only
Test Follow Up Used Group 1 Group2  Mean
Levene Statistic Sig. Difference
Drawing Dunnett C Complex  Control 1.22
.004
TOTAL Scheffe Complex  Control  2.77
.246

Discussion
From the initial pilot study run in the fall of 2003 there has been marked improvement in the raw mean
scores with each successive iteration beyond simple static visuals, first using programmed instruction, and then
adding in basic animation, and finally with the additional animation strategy of simple reveal vs. progressive reveal.
Results of this study have shown some statistically significant findings for some educational variable levels and on
the whole but not for all educational levels.
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The results of this study indicate that the use of animation when properly designed and positioned is an
important instructional variable for complementing web-based instruction. However, it should not be seen as a
panacea that can cure all the ills of instruction and education. Results have also shown that the use of animation is
not equally effective for facilitating achievement across all of the different levels of educational objectives. Even
when subjects have the perquisite knowledge required to build upon for success at the higher levels achievement is
not guaranteed. In the case of this study the researcher went to great pains to ensure that lower level objectives
where addressed in sufficient detail and we believe that we succeeded with the control group averaging almost 80
and 90 percent on the drawing and identification tests respectively.

One interesting note was the large drop in the overall and addressed items mean scores exhibited by the
simple reveal group. Possible explanations of this apparent anomaly vary and were a frequent topic of discussion by
the researchers. One suggestion is that of a statistical anomaly. We randomly assigned all subjects to treatments but
there is still a chance that it was a random error. We are fairly certain that we have avoided common pitfalls in our
research design but a replication study is currently planned for the spring of 2005 and this competing explanation
can explored in more detail then. Another possible explanation discussed by the group was lack of motivation by
the individuals randomly assigned to this treatment, but once again we used random assignment this should have
distributed this equally across groups. Further, upon inspection of the data and answers keyed into the assessments
there did not appear to be any obvious patterns or clues indicating an obvious lack of effort by students. Participants
were also allowed to exit the study at anytime if they so chose. No one exercised this option but all subjects were
made aware of it at the onset when they read and signed their informed consent forms.

One possibility that seemed to resonate with researchers dealt with the level of cognitive processing load,
part of the underlying theoretical basis for the study, was exceeded. Even though the subjects in the simple reveal
and progressive viewed the same content and all textual and graphical information was identical, the presentation of
information in the simple reveal increased the cognitive processing load beyond their individual thresholds. It is
suggested that the subjects could no longer focus and direct attention and that onslaught of information that was
taken in for processing was quickly disposed of. While experiencing this process of overload the subjects actually
missed the other bits of information presented in all treatments that the control and complex groups were able to
attune to. In future studies qualitative data and questions asking the students to rate the data presentation may be
included but make the assumption that the subject is aware of the overload, which may or may not be the case.

Another interesting point that needs to be explored further is that when all items in the comprehension
dependent measure the analysis of variance returned an F-ratio of 2.19, p=.12 but when compared to items addressed
the F-ratio is .05 and p=951. When viewed in tandem it appears that most if not all of the variance increase was on
the ten out of twenty items that weren’t specifically targeted or addressed by treatments. Further analysis is required
to address this question.

What remains to be seen is the transfer and replication of these findings in future studies. Transfer of the
findings of this study can be logically extended other domain areas where information is organized in a hierarchal
manner. However, widespread generalization of findings is a dangerous proposition; never-the-less, implications for
practitioners can be generated so long as they are ‘taken with a grain of salt’ and not assumed to be fact but merely a
possible lens from which to view a problem. The use of animation increased overall achievement on the parts of the
learners due in large part to effects on the factual and conceptual levels. Given the cost of development for use of
animation this should be considered within a contextual frame work of what is it worth to you? If similar findings
can be achieved with well designed and systematically placed static visuals the benefits out weigh the costs. There
were clear areas where progressive reveal animation strategies were better in facilitating achievement. This relates
to the clarity of the relationship between the way the animation was designed and information presented. When
choosing to utilize animation, specific attention needs to be devoted to the cognitive load on the individual. If items
require too great a processing time than they can do more detriment than not using them at all in an instructional
module.
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Abstract

This paper considers four aspects of online communities. Design, mechanisms, architecture, and the
constructed knowledge. We hypothesize that different designs of communities drive different mechanisms, which give
rise to different architectures, which in turn result in different levels of collaborative knowledge construction. To
test this chain of hypotheses, we analyzed the recorded responsiveness data of two online communities of learners
having different designs. a formal, structured team, and an informal, non-structured, Q&4 forum. The designs are
evaluated according to the Social Interdependence Theory of Cooperative Learning. Knowledge construction is
assessed through Content Analysis. The architectures are revealed by Statistical Analysis of p* Markov Models for
the communities. The mechanisms are then identified by matching the predictions of Network Emergence Theories
with the observed architectures. The hypotheses are strongly supported. Our analysis shows that the minimal-effort
hunt-for-social-capital mechanism controls a major behavior of both communities: negative tendency to respond.
Differences in the goals, interdependence and the promotive interaction features of the designs of the two
communities lead to the development of different mechanisms: cognition balance and peer pressure in the team, but
not in the forum. Exchange mechanism in the forum, but not in the team. In addition, the pre-assigned role of the
tutor in the forum gave rise to its responsibility mechanism in that community, but not in team community. These
differences in the mechanisms led to the formation of different sets of virtual neighborhoods, which show up
macroscopically as differences in the cohesion and the distribution of response power. These differences are
associated with the differences in the buildup of knowledge in the two communities. The methods can be extended to
other relations in online communities and longitudinal analysis, and for real-time monitoring of online
communications.

Introduction

Building communities is recognized as an essential strategy for online learning. An online community
consists of actors who develop certain relations among themselves. For example, some actors only read what others
write; some respond to queries posted by others and some influence others to do something (for example to access a
web page), etc. This simple observation led us to adopt a network abstraction to describe online communities. A
network is a set of actors — members of communities, groups, web-pages, countries, genes, etc., with certain possible
relations between pairs of actors. The relations may — or may not — be hierarchical, symmetrical, binary, or other.
Network abstraction is thus very flexible.

Social Network Analysis (Wasserman and Faust 1999) is a useful tool for studying relations in a network.
It is a collection of graph analysis methods developed by researchers to analyze networks which consist of precise
mathematical definitions of certain network structures and the methods to calculate them. Examples of network
structures are cohesiveness and transitivity: cohesiveness measures the tendency to form groups of strongly
interconnected actors; transitivity measures the tendency to form transitive triad relations (if i relates to j and j
relates to k, then i necessarily also relates to k). SNA has been utilized to analyze networks in various areas, whose
actors include politicians (Faust, Willet et al. 2002), the military (Dekker 2002), adolescents (Ellen, Dolcini et al.
2001), multi-national corporations (Athanassiou 1999), families (Widmer and La Farga 1999), and terrorist
networks (van Meter 2002). SNA methods were introduced to online communities research in (Garton,
Haythornthwaite et al. 1997). Since then several scholars have demonstrated the applicability of SNA to specific
collaborative learning situations (Haythornthwaite 1998; Wortham 1999; Lipponen, Rahikainen et al. 2001; Cho,
Stefanone et al. 2002; de Laat 2002; Martinez, Dimitriadis et al. 2002; Reffay and Chanier 2002; Aviv 2003).

Macro-level SNA identifies network macro-structures such as cohesiveness. Micro level SNA reveals
significant underlying microstructures, or neighborhoods, such as transitive triads (Pattison and Robbins 2000;
Pattison and Robbins 2002). The identified neighborhoods are the basis for revealing theories that explain their
emergence (Contractor, Wasserman et al. 1999). For example, the theory of cognitive balance explains the
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emergence of transitive triads, which underlies the macroscopic phenomenon of cohesiveness. The precise definition
of a neighborhood will be given in section 2.

We examine online communities of learners according to the constructivist perspective (Jonassen,
Davidson et al. 1995). Rafaeli (Rafaeli 1988) emphasized that constructive communication is determined by its
responsiveness. Accordingly, we analyze the network structures of the responsiveness relation between actors in the
online communities. Previous work (Aviv, Erlich et al. 2003) demonstrated that certain macrostructures (cohesion,
centrality and role groups) are correlated with the design of the communities and with the quality of the constructed
shared knowledge. In this study, we extract the micro-level neighborhoods of the same communities. Our goal is to
reveal the underlying theoretical mechanisms that control the dynamics of the communities and to correlate them
with the design parameters and with the quality of the knowledge constructed by the communities.

Architecture of a Community

An online community is modeled as a network of actors. Every ordered pair of actors has a potential
response tie relation. The response tie between actor i and actor j is realized if i responded to at least one message
sent by j to the community; otherwise the response tie is not realized. In addition, a (non-directed) viewing relation
is realized between a pair of actors if they read the same messages. In a broadcast community, a realized response tie
relation is also a realized viewing tie. The reverse is not necessarily true.

A virtual neighborhood (VN) is a sub-set of actors, endowed with a set of prescribed possible response ties
between them, all of which are pair-wise statistically dependent. We identified the significant VNs of a community
by fitting a p* stochastic Markov model (Wasserman and Pattison 1996; Robins and Pattison 2002) to the response
tie data. In this model, every pair of response ties in a VN has a common actor, which is why they are
interdependent. Same topology VNs are aggregated into a class of VNs. In the model every possible class is
associated with a strength parameter that measures the tendency of the network to realize VNs of that class. The
basic ideas and the formulas of the p* Markov model are elaborated in (Wasserman and Pattison 1996; Robins and
Pattison 2002). The model equations are presented in the Appendix. Examples of Markov VNs are presented
graphically in Figure 1.

First Order Neighbors
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- 0 t-star x-star
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& triad %

Third Order Neighborhoods

Figure 1. Virtual neighborhoods

In this research we consider the set of Markov classes of VNs listed in Table 1.

VN Class Participating Actors & Prescribed Response Ties
link All pairs: (i—j) or (j—1)

resp; All pairs: (i—j) fixed i

trigg; All pairs: (j—i) fixed i

mutuality All pairs: (i—j) and (j—1)

out-stars All triplets: (i—j) and (i—k)

in-stars All triplets: (i—j) and (k—j)

mixed-stars All triplets: (i—j) and (j—k)

transitivity All triplets: (i—j)and(j—k)and (i—k)

cyclicity All triplets: (i—j) and (j—k) and (k—1)

Table 1. Classes of VNs
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Tendencies to form VNs of a certain class are the result of the underlying mechanisms. Several candidate
mechanisms, postulated by certain network emergence theories are briefly described below. See (Monge and
Contractor 2003) for an extensive survey.

The theory of social capital (Burt 1992; Burt 2002) postulates efficient connectivity in the hunt for a social
capital mechanism. In an online broadcast community, efficiency means forming zero response ties because a
response tie is a redundant viewing tie, so actors prefer to remain passive. This mechanism predicts a tendency for
not creating VNs of any class. Thus, other mechanisms are responsible for creating responsiveness.

Exchange and resource dependency theories (Homans 1958; Willer 1999) postulate an information
exchange mechanism, in which actors prefer to forge ties with potentially “resource-promising” peers. This
mechanism creates tendency for VNs of class mutuality.

The theory of generalized exchange (Bearman 1997) postulates an information exchange mechanism via
mediators. This theory then predicts tendencies for n-link cycles, in particular VNs from the cyclicity class.

Theories of collective action (Marwell and Oliver 1993) postulate a social pressure mechanism that induces
actors to contribute to the goal of the community if threshold values of “pressing” peers, existing ties, and central
actors are met (Granovetter 1983; Valente 1996). In that case, actors will respond to several others, forging out-stars
VNs.

Contagion theories (Burt 1987; Contractor and Eisenberg 1990) postulate that the exposure of actors leads
to a contagion mechanism that uses social influence and imitation to create groups of equivalent actors with similar
behaviors (Carley and Kaufer 1993). Contagion predicts a tendency for VNs of the various star shaped classes.

Theories Predicted Tendencies Hypotheses

Social capital Few single tie links HI1: link <0

Collective action If thresholds met then respond H2: if thresholds met then out-stars > 0
to several others

Exchange Tendency to reciprocate H3: mutuality >0

Generalized exchange Tendency to respond cyclically H4: cyclicity > 0

Contagion Respond to same as others HS5: out-stars> 0; in-stars > 0; mixed-stars > 0

Cognitive consistency Respond via several paths Hé6: transitivity > 0

Uncertainty reduction Attract many responses H7: in-stars > 0

Exogenous factors: No tendencies to respond/trigger  HS: {resp; =0 | i € students}

Students HO: {trigg;=0]1 € students}

Exogenous factors: Tutors ~ Personal tendencies to H10: {resp;>0|i= tutor}
respond/trigger HI11: {trigg; >0 | i = tutor}

Table 2: Research Hypotheses

Theories of cognitive balance (Cartwright and Harary 1956; Festinger 1957; Harary, Norman et al. 1965)
postulate a cognition balance mechanism with a drive to overcome dissonance and achieve cognition consistency
among actors. This drive is implemented by transitivity VNs.

The uncertainty reduction theory (Berger 1987) postulates drives in actors to forge links with many others
to reduce the gap of the unknown between themselves and their environment; this theory predicts a tendency to
create in-stars (responses to triggering actors) VNs.

Finally, responsibilities of actors influence their residual personal tendencies toward response ties. In this
study, students did not have pre-assigned responsibilities, predicting that the students’ VNs resp; and trigg; will be
insignificant. The tutors’ residual tendencies will be significant, due to their roles.

The theories, and predicted tendencies stated as Research Hypotheses, are presented in Table 2.

The Analysis

We analyzed recorded transcripts of two online communities — two communities of students at the Open
University of Israel. These communities were established for 17 weeks during the Fall 2000 semester (19
participants) and the Spring 2002 semester (18 participants) as part of an academic course in Business Ethics. Each
community included one tutor. The designs of the activities of the two communities were different. The Fall 2000
community was designed as a goal-directed collaborative team, whereas the Spring 2002 community was a Q&A
forum. Hence we have labeled the communities “team” and “forum,” respectively. The data is available at
http://telem.openu.ac.il/courses (password protected).

The team community engaged in a formal debate. Participants registered and committed to active
participation, with associated rewards in place. Students took the role of an "advisory committee" that had to advise
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a company on how to handle the business/ethical problem of cellular phone emissions. The debate was scheduled as
a 5-step process of moral decision-making, with predefined goals (Geva 2000). A unique feature of the team
community was that the goals of the debate were to reach consensus up to the point of writing a joint proposal to an
external agency. The forum community was open to all students in the course. Participants were asked to raise
questions on issues relating to the course. We followed the social interdependence theory of cooperative learning
(Johnson and Johnson 1999) to characterize the communities according to four groups of parameters:
interdependence, promotive interaction, pre-assigned roles, and reflection. The two communities differ in most of
the design parameters. Table 3 summarizes the differences between the designs of the two communities.

Parameter Team Forum
Registration & commitment Yes No
Interdependence: deliverables Yes No
Interdependence: tasks & schedule Yes No
Interdependence: resources Yes No
Reward mechanism Yes No
Interdependence: reward No No
Promotive interaction: support & help Yes No
Promotive interaction: feedback Yes No
Promotive interaction: advocating achievements | No No
Promotive interaction: monitoring Yes No
Pre-assigned roles: tutor No Yes
Pre-assigned roles: students No No
Reflection procedures No No
Individual accountability Yes No
Social skills Yes Yes

Table 3: Design of Communities

Previous analysis (Aviv, Erlich et al. 2003) analyzed the constructed knowledge and the macro-structures
of the communities. The analysis revealed that the team community exhibited high levels of constructing
knowledge, developed a mesh of interlinked cliques, and that many participants took on bridging and triggering
roles while the tutor remained on the side. The forum community did not construct knowledge, cohesion was dull,
and only the tutor had a special role. In the team community, many students participate in many cliques, but the tutor
belongs to only one clique. In the forum community, only one student and the tutor belong to the two cliques that
developed. In addition, participants in the team community shared the role of responders among them, whereas in
the forum community only the tutor was a central responder.

The p* model of the team community has 43 classes of virtual neighborhoods, each with its explanatory
and parameter: 18 resp;, 18 trigg;, link, mutuality, transitivity, cyclicity, and the three stars. Similarly, the model of
the forum community includes 45 classes of virtual neighborhoods: 19 resp;, 19 trigg;, link, mutuality, transitivity,
cyclicity, and the three stars. The explanatories count the number of virtual neighborhoods that were completely
realized in the networks. The strength parameters represent the tendency to create (or not) neighborhoods from the
classes.

The analysis of the p* model consists of two steps: In the first step we calculate the explanatories. This was
performed using the PREPSTAR program (Anderson, Wasserman et al. 1999). The second step involves solving the
binary logistic regression (equation A5). The solution provides an approximate estimate for the strength parameters.
This step was performed with SPSS. Details are provided in the Appendix. We configured the SPSS binary logistic
procedure to work in forward steps, adding one class of virtual neighborhoods (i.e., its explanatory) at a time,
according to its significance, where significance was assessed by the decrements in the PLLD (Pseudo Log-
Likelihood Deviance). The analysis stops when no more significant explanatory variables can be identified.

The analysis revealed three significant classes of virtual neighborhoods for the team community, and four
significant classes of virtual neighborhoods for the forum community. The PLLD estimates of the strength
parameters are presented in Table 4.
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Class 0K SE Wald p exp(6K)

Team

link - 32 97.5 .000 .043
3.1
3

out-star .18 .06 9.6 002 1.199

transiti .31 .06 23.9 .000 1.366

vity

Forum

link - .8 10.29 .001 .076
2.6

respig 6.1 .12 26.78 .000 456.28
mutuali 6.2 1.38 20.61 .002 51992
ty
in-stars - 91 12.39 .000 .041
32
Table 4: Revealed VNs

In Table 4, 6K is the MPLE (maximal pseudo-likelihood estimator) for the strength parameter of class K of
VNs; SE is an estimate of its associated standard error, exp(6K) measures the increase (or decrease, if 6K negative)
in the conditional odds of creating a response tie between any pair of participants if that response tie completes a
new VN of class K.

We tested the hypotheses that 0K = 0 by the Wald parameter (OK/SE)” which is assumed to have chi square
distribution. Table 3 shows that all these null hypotheses were rejected with extremely small p values.
The statistical distributions of the MPLEs and the Wald parameters are unknown (Robins and Pattison 2002), so
inferences are not precise in the pure statistical sense.

Results
Few classes of VNs are significant: 3 in the Team, 4 in the Forum. In particular, the personal classes of
VN of students, resp; and trigg;, are not significant. This corroborates hypotheses H§ and H9.
The relative importance of the classes of VNs is depicted by their contributions to the goodness of fit of the Markov
models. These are presented in Figure 2.

out-stars mutuality InzStars

Team Network Forum Network

Figure 2. Relative importance of VNs

Figure 2 shows that the global class link of the single response tie virtual neighborhoods is the most
significant in both communities: 65% and 72% of the goodness of fit are explained by the tendencies associated with
this class. Table 5 shows that in both communities the strength parameter 0 of the link class is negative. This means
that the major observed phenomenon in both communities is a significant tendency for not creating single response
tie neighborhoods — the phenomenon of lurking. As elaborated above, this can be explained by basic self interest —
minimizing the effort required to forge a response tie vs. the possible social capital reward, given that every
response tie is a redundant viewing tie. This observation is in accordance with hypothesis H1. Note that the fact that
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response ties are redundant viewing ties is a feature of every broadcast community, irrespective of the design of the
community.

By itself, the negative tendency to create virtual neighborhoods of class link will give rise to a community
of non-responsive isolates. The actual responsiveness is formed by the other neighborhoods. These neighborhoods
are quite different in the two communities. The significant virtual neighborhoods in the team community are from
the global classes transitivity and out-stars. The significant virtual neighborhoods in the forum community are from
the personal class resp;s, and from the global classes mutuality and in-stars. In the subsections below, we will
consider each of these virtual neighborhoods.

The goodness of fit of the Markov model for the team community increases by 30% when the transitivity
class of virtual neighborhoods is included. In this community there is a positive tendency to create transitive virtual
neighborhoods. This means that in the team community, the likelihood of setting up a response tie from any actor i
to any other actor j is enhanced (by 1.37) if that tie completes a transitive triangle virtual neighborhood. This is
relative to the likelihood of setting up any other neighborhood. No such preference exists in the forum community.
Hypothesis H6 — the tendency for creating virtual neighborhoods of the transitivity class is positive — is therefore
accepted for the team community but rejected for the forum community.

The tendency to create transitive structures can be explained by cognitive balance theory. It seems that the
design of the team community leads to the cognition balance mechanism, by which dissonance between actors and
between their perceptions of objects is resolved by balanced paths of communication. This can be attributed to the
interdependence built into the design of the community and to the particular goal which forced the participants to
reach consensus during the online debate (in order to submit joint proposals). The forum community, on the other
hand, was a series of typical Q&A sessions. Here each of the students participating was interested at a certain point
in time in a specific issue usually related to an assignment. The scope of the issue was, in many cases, limited; it
interested few students. Other issues, or even related concepts not directly connected to the query, were less
important to the student who asked the question, let alone to other students. The lifetime of each issue was short
(usually until the assignment due date). There was no drive to settle conceptual inconsistencies regarding past issues,
or dissonance in perceptions regarding others. Thus, no cognition balance mechanism was needed and none was
established.

Introducing the personal class resp;s to the model of the forum community increases its goodness of fit by
21%. This class includes all the virtual neighborhoods of single response ties initiated by N18 — the tutor. This
means that the residual tendency of N18 to respond — above and beyond the common tendency accounted for by link
— is significant. Specifically, in the forum community the odds of setting up a response tie (i — j) increases (by
1,280) if actor i is N18, the main responder in this community. In contrast, the personal class of the tutor's responses
in the team community, resp, is statistically insignificant. resp; neighborhoods are therefore not significant in the
explanation of the behavior of the team community. This simply means that the tutor of the team community, P1,
showed no tendency to respond. Hypothesis H10 — the tutor’s residual responsiveness is significant — is accepted for
the forum community but rejected for the team community.

This difference is attributed to the difference in the role-assignment design of the two communities, which
leads to different responsibility mechanisms. The tutor of the forum community was assigned the job of responder.
The tutor of the team community was — deliberately — not assigned that role. This results in a difference in their
responsibility mechanisms which leads to the difference in their tendency to create the personal class of virtual
neighborhoods. A similar observation, mentioned above, is that none of the students in either community showed a
significant personal residual tendency to respond, which supports hypothesis HS. This again is attributed to the fact
that students in both communities were not controlled by responsibility mechanisms because they were not assigned
any particular role. Similarly, in both communities every actor could trigger others by posting a question. No student
was pre-assigned the role of trigger. This is reflected in the insignificance of the trigg; class of neighborhoods
(consisting of a single response tie towards actor i), in agreement with hypothesis H9.

We see that the tutors in both communities had no significant tendency to trigger others, contrary to
assumption H11. Checking the designs of the two communities, we see that the tutors' behavior was not controlled
by responsibility mechanisms, but by other factors. In the forum community, the tutor served only as a helper or
responder; no initiation of discussion was designed; accordingly, no triggering role was assigned to the tutor. In the
team community, discussion was initiated by the tutor, but the design of the collaborative work dictated that the
tutor should step aside. The tutor was therefore not responsible for triggering others.

Incorporating the out-stars class increases the goodness of fit of the Markov model for the team community
by 5% but has no significance for the forum community. This means that in the team community the likelihood of
forging a response tie from any actor i to an actor j is enhanced (by 1.2) if the tie completes an out-star. No such
tendency is observed in the forum community.
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The tendency to create out-stars, that is, to forge more than one response tie can be explained by the
contagion theory (hypothesis HS) and the theory of collective action (hypothesis H2). The theory of contagion
predicts tendencies toward both in-stars and mixed-stars, but these predictions were not supported by the data of
either community. Thus, hypothesis HS was rejected for both communities. In general, contagion by exposure, as
found in friendship relations, is a time consuming process, which presumably could not be developed during the
short lifetime of the communities (one semester).

The hypothesis concerning the theory of collective action, H2, was accepted for the team community but
rejected for the forum community. This theory assumes the development of peer pressure, provided that the
community parameters of density and centrality are above threshold values. This condition is fulfilled for the team
community, but not for the forum community, as can be seen in Figures 2 and 3. In general, developing peer
pressure is not trivial, as it has to overcome the basic tendency for lurking. In the team community, appropriate
initial conditions — commitments, interdependence, and in particular promotive interactions — were set up, and peer
pressure was maintained by the tight schedule of common sub-goals imposed on the community. None of these
features were designed into the forum community, hence the density and the number of central actors did not reach
the thresholds required for peer pressure to work. In the absence of peer pressure, no drive for collective action
arouse, which is the reason for the non-significance of the out-stars class of virtual neighborhoods in the forum
community. The differences between the two communities in the tendencies for out-stars is explained quite well by
the theory of collective action.

The mutuality class of virtual neighborhoods accounts for 4% of the goodness of fit of the Markov model
for the forum community. It has no significance for the team community. This means that in the forum community
the likelihood of setting up a response tie from any actor i to any actor j is enhanced (by 5,000) if that tie closes a
mutual tie. (As stated elsewhere in this paper, the actual number is not precise). This is relative to the likelihood of
setting up a tie which is not part of a mutual tie. No such tendency for mutuality neighborhoods exists in the team
community. Thus, hypothesis H3 is accepted for the forum community but rejected for the team community.

Hypothesis H3 predicts a tendency for mutuality virtual neighborhoods on the basis of the exchange
mechanism postulated by the theories of exchange and resource dependency. Actors select their partners for
response according to their particular resource-promising state. In the forum community the actors prefer to forge
response ties (if at all) with partner(s) who usually respond to them — which in this community is the tutor. The tutor
is an a priori resource-promising actor as result of her pre-assigned role. This kind of exchange calculus is not
developed in the team community because actors in that community cannot identify a priori resource-promising
actors. Instead, actors in the team community chose another response policy, governed by the cognition balance
mechanism, of responding via transitive triads, as we saw above.

The in-stars class of neighborhoods accounts for 3% of the goodness of fit of the Markov model to the
forum community but has no significance in the team community. From Table 5 we see that in the forum
community in-stars is negative. In the forum community, the likelihood of setting up a response tie from i to j
decreases if this tie complements an in-star neighborhood, that is, if some other actor already has a response tie with
Jj- Contagion theory and the theory of uncertainty reduction both predict a positive tendency for in-stars virtual
neighborhoods. This prediction is not fulfilled. Hypotheses H5 and H7 are rejected for both communities. As
mentioned above, the fact that a contagion process did not develop can probably be attributed to the short lifetime of
the communities (one semester). In addition, it seems that there was no need in either community to reduce
uncertainties by attracting responses from several sources: in the forum community, the tutor was assigned this role;
in the team community, the rules of the game were clearly explained in the document detailing the design of the
forum.

We have yet to understand the negative tendency toward in-stars virtual neighborhoods in the forum
community. This negative tendency means that participants deliberately avoid responding again to the same actor.
This phenomenon is explained by the theory of social capital: responding again to an actor is a waste of energy; it
decreases the structural autonomy of the responder.

Neither community shows a tendency for mixed-stars or cyclicity classes of virtual neighborhoods. mixed-
stars is predicted by the contagion theory, hypothesis HS; the tendency for cyclicity is predicted by the theory of
generalized exchange, hypothesis H4. Both hypotheses were rejected for both communities. As mentioned above, it
is plausible that the contagion mechanism could not develop during the short lifetime of the communities. The
theory of generalized exchange relies on knowledge transfer through intermediaries, who seem to be unnecessary in
online broadcast communities.

Our findings are summarized in Table 5.
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Predicted Hypotheses and Tendencies

Results

HI: link <0
Few single tie links

Supported for both communities; feature of
every broadcast community independent of
design

H2: If large density, centralization, and size, then out-
stars > 0
Respond to several others

Supported in team, but not in forum; difference
in meeting threshold conditions due to built-
in/lack of promotive interactions

H3: mutuality >0
Tendency to reciprocate to resource promising partners

Supported in forum but not in team; difference
in existence/non-existence of a priori resource-
promising actors due to pre-assigned roles

H4: cyclicity > 0
Tendency to respond cyclically to resource-promising
partner

Not supported in either community, probably
because there was no need for information
exchange via mediators

H5: out-stars > 0; in-stars > 0; mixed-stars > 0;
transitivity > 0
Respond to same as other equivalent actors

Not supported in either community, probably
because contagion process could not develop in
the short lifetime of the communities

Heo: transitivity > 0
Respond via several paths

Supported in team, but not in forum; difference
due to difference in consensus reaching
requirements and interdependence

H7: in-stars > 0
Attract responses from several others

Not supported in either community;
uncertainties were clarified by the design (in
team) and by the tutor (in forum)

HS: {respi =0 | i € students}

HO: {triggi =0 | i € students}

H10: {respi >0 |i= tutor}

HI11: {triggi > 0 | i = tutor}

Residual personal tendencies to respond or trigger only
to actors with pre-assigned roles

HS, H9: Supported for both communities; no
pre-assigned role of responders to students
H10: Supported in forum, but not in team;
differences due to differences in pre-assigned
roles of the tutor

H11: not supported for either community; no
pre-assigned role of triggers to students

Table 5: Summary of Results

Discussion

Our analysis shows that the minimal-effort hunt-for-social-capital mechanism, predicted by the theory of
social capital & transaction costs controls a large part of the behavior of both communities: a negative tendency to
respond. This is a feature of every broadcast community, independent of design.

Differences in the goals, interdependence, and the promotive interaction features of the designs of the two
communities lead to the development of different mechanisms: cognition balance, predicted by the balance theory,
and peer pressure, predicted by the collective action theory developed in the team community, but not in the forum
community. An exchange mechanism developed in the forum community, but not in the team community. In
addition, the unique pre-assigned role of the tutor in the forum community gave rise to the responsibility mechanism
in that community, but not in the team community. The differences in the mechanisms led to the formation of
different sets of virtual neighborhoods, which show up macroscopically as differences in cohesion and in
distribution of response power. These differences are associated with the differences in the construction of
knowledge in the two communities (Aviv et al., 2003).

It should be noted that the important contagion mechanism did not develop in either community. This
mechanism, if developed, would have led to social influence and imitation in attitudes, knowledge, and behavior,
which would have developed all kinds of star virtual neighborhoods. The required design parameters — promotive
interaction — were in place in the team community, but it seems that the lifetime of the community was too short for
the development of this mechanism.

There are obvious limitations to the conclusions drawn here. First, we have considered only two
communities. In order to capture the commonality, as well as the differences in design, neighborhoods, and
mechanisms of online communities, one needs to consider a larger set of communities of different sizes, topics, and,
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in particular, with different designs. Furthermore, one should consider a set of relations embedded in these
communities. One possibly relevant relation between actors is common interest, which can be captured by common
keywords in the transcripts and/or common sets of visited web-pages.

Another limitation lies in restricting ourselves to Markov neighborhoods. Pattison and Robbins (Pattison
and Robbins 2002) emphasized the possible importance of non-Markovian neighborhoods and brought initial
evidence for the empirical value of models that incorporate such neighborhoods. Thus, the dependence structures
can, and perhaps should, be treated as a hierarchy of increasingly complex dependence structures.

It seems that SNA can be a useful research tool for revealing community architectures and mechanisms of
online communities. There are numerous directions for future research. One direction is “community-covariates
interaction.” Several studies, such as (Lipponen, Rahikainen et al. 2001), revealed that certain participants take on
the roles of influencers (who trigger responses) or of celebrities (who attract responses). Others are isolated — no-one
responds to them or is triggered by them. The question is whether this behavior depends on individual attributes or
whether this is universal and found across communities. Another direction is “community dynamics,” an inquiry
into the time development of community structures. When do cliques develop? Are they stable? What network
structures determine this behavior? Yet another direction is “large group information overload.” It is well known
that the dynamics of large groups leads to boundary effects that occur when the group and/or the thread size
increases (Jones, Ravid et al. 2002). How are these manifested in online communities?
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Discussion Boards

Dennis Beck

Discussion boards are being used widely in a variety of educational contexts. It makes sense then to
explore how the composition of discussion board messages influences the response. This study explores the
characteristics of discussion board postings that seem to increase the replies per number of views.

Discussion Boards

Much research has been done concerning the effectiveness of discussion boards in online learning
(Cavalier, 1992; Collins, 1998; Hoadley & Linn, 2000). Several findings were of note. First, collaborative
discussion adds value to online learning occurring in a social context (Hoadley & Linn, 2000). Also, students spend
more time online learning in discussion boards than they do learning through an online textbook (Hoadley & Linn,
2000). Use of discussion boards seem to promotes interaction and increased communication among students and
faculty (Collins, 1998; Coombs, 1992; Zack, 1995). They also seem to prolong course discussions beyond the
synchronous time period and motivate even normally silent students to participate in discussions (Schoenfield,
1993). Discussion boards provide a place for students to discuss their internal discourse and share the results of
their generative strategies (Morrison & Guenther, 2000). They also foster the development of online learning
communities (Egan & Gibbs, 1997). These collaborative learning groups are useful when students need to create
new models or correct misconceptions or misunderstandings (O’Malley & Scanlon, 1990).

Ferdig, Roehler, and Pearson (2002) mention intertextuality and level of engagement as two qualitative
measures to analyze discussion board postings. Intertextuality is the degree to which responses mention multiple
texts, experiences and examples. A high level of engagement is shown when a student responds to a posting by
justifying his or her response rather than simply reiterating another’s position. Their research found “...a high
correlation between the use of a discourse forum to provide critical conversations and creation of a comparably
complex and critical written product.” (Ferdig, Roehler & Pearson, 2002, p. 11). One of the implications of their
research is that discussion boards may provide learners with ““...numerous opportunities for posting, reflection, and
the internalization of key ideas” (Ferdig, Roehler & Pearson, 2002, p. 12). Based on this finding, I determined to
discover what characteristics of discussion board postings would enhance these numerous opportunities for posting.
However, the scope of Ferdig, Roehler & Pearson’s article did not include whether the presence of intertextuality
and high level of engagement in a discussion board posting elicited more responses per number of views than those
postings that did not include intertextuality and high level of engagement. My research intended to discover
whether a high incidence of intertextuality and high level of engagement may elicit more responses per number of
views, as well as uncover any other characteristics of discussion board postings that may elicit more responses per
number of views.

Research questions

In this analysis I investigated which characteristics of online discussion board postings may produce more
responses per number of views. I also investigated whether teachers who use these characteristics in their discussion
board postings elicit more responses per number of views. I hoped to find out what kinds of messages teachers are
posting, as well as how they were being answered.

More research on discussion boards is needed. Specifically, studies into what types of postings may elicit
certain kinds of responses would be helpful in promoting discussion boards that develop students’ ability to think
critically. It is with this consideration that I undertook this study.

This qualitative study focused on the online interactions between those who identify themselves as ESL and
EFL instructors on the website: www.eslcafe.com (Dave’s ESL Café). Specifically, I looked at instructors whose
expert use of discussion boards promotes more replies per number of views than other users. An expert poster was
identified when an instructor was seen to have received more replies per number of views than the average of other
posters.

Background and process
Discussion boards are places in the web where people can go to and interact, ask or answer questions, and
share ideas on specific topics. Several discussion boards are housed in Dave’s ESL Cafe. The discussion boards in
Dave’s ESL Cafe are common to discussion boards in general. They provide an asynchronous format where site
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members may post a topic and responses. The responses within a consistent topic form a "thread." A “response” is
recorded when an instructor clicks the reply button, types their message, and then clicks on the submit button. A
“view” is recorded when another instructor views the posting, regardless of whether or not they reply to it.

This research studied the messages in the on-line public discussion boards called Applied Linguistics
(http://www.eslcafe.com/forums/teacher/viewforum.php?f=3) and Activities and Games
(http://www.eslcafe.com/forums/teacher/viewforum.php?f=1). Messages were collected, characteristics identified,
and comparisons made, using the constant comparative method (Glaser & Strauss, 1967). Participant’s names were
changed so that anonymity is guaranteed. The Activities and Games board and the Applied Linguistics board in the
ESL Café were chosen specifically because one is a specific content area (applied linguistics) and the other is an
activities area (Activities and Games). Thus, they provided a sampling of two different types of boards (content and
activities) within the ESL asynchronous discussion boards.

Research Locale

This site was chosen because the site content and discussion boards seemed representative of other
academically oriented sites on the web. The site is run by Dave Sperling. During the last 17 years, he has been a
Professor of advanced English subjects at California State University, Northridge. He is recognized as an expert in
ESL methodology on a global scale as he participates in numerous national and foreign conferences. ESL Cafe
focuses in assisting worldwide ESL (English as Second Language) and EFL (English as Foreign Language) students
and teachers. This web site offers links to all types of educational resources, including articles, online ESL
publications and courses, teacher training, grammar, and writing. The site has a section devoted to bulletin boards,
an asynchronous format where site members may post a topic and responses.

Data was gathered by first identifying several instructors whose postings generated more responses per
number of views than the average of other posters. This was discovered by counting the threads, number of
postings, and number of views per instructor during the week in question. After averages were calculated, the
instructors who ranked in the top five in terms of rate of responses per number of views were selected as our expert
posters. Non-expert posters were identified as those whose rate of responses per number of views was below the
average of all posters. The responses of the expert posters were collected by logging on to the site, following the
threads of each instructor, and copying all items in a thread. Data was collected from both the Applied Linguistics
and Activities and Games forums during fall 2004 for one week. This yielded approximately 30 threads per
instructor with anywhere from 5 to 20 messages in each thread. Similar data was also collected from an equal
number of non-expert or average instructors.

The data were analyzed by first reading the threads associated with each selected instructor. It was through
reading these threads that several specific characteristics began to emerge. Data from other instructors whose
postings did not elicit the same rate of responses were then collected, read, and analyzed through the application of
these specific characteristics. During the week in question, instructors began 13 topics, made 206 postings and
viewed 2852 postings in the applied linguistics forum (.0676 replies per view). In the Activities and Games forum,
instructors began 5 topics, made 27 postings and viewed 2213 postings (.0099 replies per view). Our expert posters
averaged .1079 replies per view.

Table 1

Topics Postings Views Postings per view
Applied 13 206 2852 0676
Linguistics
Forum
Activities and 5 27 2213 .1079

Games Forum

Dave’s ESL Caf¢ is designed so that the topics or threads are divided into categories, which can include
everything from activities and games to video in the classroom. In each topic, a member may begin a thread by
posting a question or statement he or she would like answered or commented on in the forum of choice. Many of the
topics or threads were those that would be considered relating to practical or academic issues related to ESL and
EFL instruction. One thread followed throughout the week concerned the discussion of the quote, "Pragmatic
failure has more potentially devastating consequences than linguistic failure." (Braden, taken from
http://www.spanport.ucsb.edu/projects/licf/Eral/Reviews/Susanb/Matsudainterlanguage.html, ERAL, E-reviews in
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applied linguistics and language learning on November 19, 2004). On this thread, teachers discussed whether they
agreed or disagreed with the quote and why, citing other references, resources, and examples when appropriate. This
topic was used to generate discussion about the importance of pragmatics and give support to instructors struggling
in how to teach it.

Investigation

Dave’s ESL Café publishes the messages in a public format that allows anyone who finds the site to read
them. Thus, the data were collected by observing and following threads; as a researcher, I did not make my presence
known, nor did I interact with or contact site members in any way. As part of the collection procedure to protect the
confidentiality of the members, all screen names and dates of posting were immediately removed from each
message. | chose to observe rather than ask for permission because of the public nature of the site, and the concern
that identifying myself as a researcher might change the nature of the interaction online. This means that the
members of the website were and are ignorant of my presence as a researcher. This study is limited to the single data
source of the posts by members. While these posts provide a rich data source, they do not allow for any interaction
between the researcher and the site participants. Therefore, the analyses provided do not allow for ethnographic
analyses. Further research in this area must make use of other observation procedures in order to better understand
the multifaceted character of online discussion board postings, as well as to give expression to the individuals
posting the messages in an open interface with the investigator. Although the possibility exists to do research on the
Internet in publicly accessible areas, depending on the situation, it may be more revealing to do so overtly. Future
observation procedures which may yield interesting results are anthropological and ethnographical in nature.
Research into the historical background of certain quotes, references, and examples which yielded more responses
per number of views may produce interesting outcomes in terms of how it has been analyzed and commented on
previously, and how those historical comments are similar or different in structure to present day commentary.
Also, immersion into the culture of discussion boards may yield interesting insights into the thought processes that
contribute to writing an expert posting.

Data Analysis

Why did bobthelinguist, Andrea Jones, Jennagirl, punkrockartist, and SallySmith’s (names have been
changed) postings elicit more responses per number of views than other users (from this point forward I shall refer
to the above mentioned users as our expert posters)? Discussion boards can promote interaction and increased
communication (Collins, 1998; Coombs, 1992; Zack, 1995), and foster analytical and evaluative conversations
(Ferdig, Roehler & Pearson, 2002) while providing a place for students to discuss their internal discourse and share
the results of their generative strategies (Morrison & Guenther, 2000). As a result, it makes sense to explore the
question of why our expert posters elicited more responses per number of views than other users. In other words,
what common characteristics or themes might cause this increase in responses, and are these characteristics
consistent with current research?

1. Number of Sentences in a posting
As I analyzed the data, several common characteristics were identified in the postings. First, our expert posters
averaged ten sentences in their postings. The average length of postings for non-experts was six sentences.
Although length of postings was not uniform in the non-expert group, they were uniform among our expert posters.

2. Content specific postings
Second, our expert posters were very content specific in their postings. For example, consider the following
postings by one of our expert posters (Jennagirl) and a non-expert poster (Eddie):
Jennagirl:
“This article is a clear reiteration of what we have all heard before. How about trying to deal with some of the
criticisms instead? For example, that troublesome one on the other thread about how any old nonsense creates a
polite 'distant' sentence, whether it be a past tense form or not.
Anyway, is this article surprising to anybody? Does anyone really think that tense and aspect are generated by a
precise location on a rigid time chart, rather than by perspective and temporally linked context?”

Eddie:

“The mainstream has explained Present Perfect with since. &~
Notice how content specific Jennagirl is in her postings. Now compare this with the post by a non-expert group
poster, Eddie. While Jennagir! gives a rich context and specific content for her question, Eddie simply makes a
statement without context. This content specific posting elicited more responses per number of views than Eddie’s.
3. The use of examples, quotes, and references
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Another common characteristic in the expert’s postings was the use of plenty of examples, quotes, and references.
Note the following examples by bobthelinguist (edited for brevity) and the non-expert poster, Frodo:
Bobthelinguist:

“"Critical period" only makes total sense to me in the context of feral "wolf children" and the like (that is, if
children aren't exposed to ANY language before a certain age, they seem to have have little hope of ever being able
to learn a language and make much sense of the world).

His (Krashen’s) ideas about "comprehensibility" (of input, which can aid "acquisition" processes) are useful to
consider, if only because approaches can often be either too "mindless" (repetitive, and not addressing meaningful
contexts very much) or too "mindful" (explicitly studying grammar and pondering finer distinctions of meaning than
is perhaps necessary).

Whether he really has a point about "acquisition" versus "learning" absolutely is another point entirely, however (I
recall Jeremy Harmer providing a good discussion of this in the Second Edition of his The Practice of English
Language Teaching); 1 think the important thing is merely that we come to possess insight or knowledge, and both
formal and informal encounters can lead to pretty much the same thing somehow ending up in our heads (especially
if the context as presented in a classroom were an informal context itself)!

In my own experience, I just know that I needed to have some idea of what was possible form-wise (from formal,
book learning) to make total sense of and really appreciate whatever informal language spontaneously came my
way, so I think Krashen is being a bit silly when he says that learning/studying is unnecessary or almost a bad thing.
Even those people I've met who professed to have picked up a language without any formal study turned out to have
often asked questions about meaning of their conveniently bilingual wives (their "walking, talking dictionaries"!).
Frodo:

“Does anybody can help me? I'd need some Halloween crafts to do with my little students (from 5 to 8
years old), so they should be easy to do and cheap. Many thanks in advance”

Notice that bobthelinguist uses several personal examples (in his comments about learning on the street, in
comments on the need for studying, etc.), and references other sources (Jeremy Harmer, Krashen), while Frodo only
asks a question. The examples and references used by bobthelinguist were referred to in several other user
responses and seemed to promote more responses per number of views than postings that did not use examples and
references.

4. Quoting parts of previous postings

When our expert posters quoted parts of previous posts before answering, the result seemed to be more
responses. For example, Andrea Jones said:

“Quote: How are we with: It was a very fine day.

Yes, I'm fine with that.

I think that :

1) "fine" when talking about threads or material means either gosamer-like or high quality.

2) When talking about other people or the weather it means high quality/great/nice.

Both these uses are gradable.

This was not a common practice among non-expert posters. Quoting part or all of a previous posting seems to
provide a link from the current posting to the one being quoted. Suler says that this technique may lead to
“...interesting, interweaving, multi-layered dialogue.” (2004, p. 399). The link is clearer to the reader and is more
likely to be commented on in future postings, resulting in more responses per number of views.

5. Contributing to an ongoing story

Another common characteristic in the expert’s postings is that their postings seemed to contribute to an
ongoing story. Here’s one example:

“I attended an interview recently to teach at a small school where the majority of my students would be

kids between the ages of 3 and junior high school age.

After some basic fact-finding Q&As, the manager of the school and her sole foreign teacher handed me a

pile of food and drink flashcards (ice cream cone, slice of pizza, glass of OJ and the like) and asked me to

demonstrate how I would "teach the difference between like and want".

Now call me a slacker and inexperienced despite my years in the "profession”, but I must admit that [ was a

bit stumped (then again, what can anyone expect given zero preparation time? It's not like I don't usually

prepare for my lessons!).

My initial reaction as I heaved myself up to do "something" (anything!) was that want is the far less

appropriate or polite (at least in its probable relation to foodstuffs!) than like (and after a bit more thought, |

think our wants are much "deeper" and not as easily or openly expressed as our /ikes). Anyway, in this
context, I reckon like was by far the better thing to teach, why introduce want at all?!
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I am sure we are all familiar with the "host offering refreshments to visitors" script:

Host: Do you want/Would you like anything to eat/drink? (I have OJ, coke...or do you want a beer? etc).
Visitor: Can I have... (?1'd like...; *I want...)

So, ultimately, I thought the demonstration question was more revealing of how my potential boss would
teach it than how I would (or wouldn't) go about things. I could envisage the kind of lesson they wanted:
me maniacally waving flashcards and shouting "I'm hungry! I like bananas! I want a/the (?) banana! NOW,
dammit!!!". I won't presume to bore you with how exactly I winged my way through it before crash-landing

(besides, I can't really remember much).="

The expert poster punkrockartist provided a personal story to set up his question. Story seems to possess
an inherent ability to make a case without provoking intellectual opposition (Friedlander, 1992; Slater, 1990; Slater
& Rouner, 1996, 1997). Story may also provoke less inquiry through the temporary deferral of skepticism
(Graesser, 1981; Slater, 1990) and connection with the central character’s outlook (De Vega, Diaz, & Leon, 1997;
Slater & Rouner, 1997). People regularly utilize story to show their positions and to persuade others of the
soundness of their position (Berger, 1997; Fisher, 1984, 1985). There are multiple ethnically oriented groups that
utilize story to enculturate members into their group. This stems from an educational viewpoint that story will lead
to greater retention of information than isolated statements (Bruchac, 1996). Consistent with this literature, the
result in this case was that our expert poster, punkrockartist, received more replies per number of views than other
users who merely posted a question.

6. Contributing to own thread after initial posting

The last common characteristic I examined was that the expert posters seemed to contribute to their own
thread after their initial post much more than other posters. In one particular thread, after her initial post, Andrea
Jones responds three other times in a thread containing 16 posts. Compare this to the non-expert poster Frodo,
whose only contribution to the thread is his initial posting. Andrea Jones’ practice displays a high level of
interactivity and high level of engagement. She is not merely restating what others say, but she is clarifying and
justifying her posting. Other users replying in the thread seem to appreciate her attention to the topic, and are
spurred on to post more replies.

Discussion and Conclusions

The common characteristics identified in the postings of those users who regularly elicited the most
responses were a) User contributes to an ongoing discussion/story, b) User contributes to own thread after initial
post, ¢) User’s posting was very content specific, d) User quotes parts of previous posting before responding, e) User
averaged ten sentences or more in postings, and f) User regularly used examples, quotes, and references. From this
study on these ESL discussion boards, it can be extrapolated that these are common characteristics that should be
present in ESL/EFL discussion board postings on the whole. However, these characteristics of postings that
promote more responses per number of views cannot be applied to other discussion boards without further cross-
topical studies to confirm these results. Future studies may provide this needed confirmation, as well as answer the
question of why each characteristic elicited more responses.

As stated in the introduction, it was my belief that a high incidence of intertextuality and high level of
engagement may promote more responses to a discussion board posting. Our study showed that expert posters
regularly used examples, quotes, and references. This would seem to indicate that intertextuality may promote more
responses to a discussion board posting. Also, our study showed that expert posters regularly contribute to their own
thread after their initial post, providing both clarification and justification for their initial posting. This seems to
indicate that a high level of engagement promotes more responses to a discussion board posting.

One implication of these findings is that the characteristics found are connected. As noted above,
contributing to your own thread after the initial post seems to be evidence of a high level of engagement. The
content specific posting characteristic may also contribute to a high level of engagement, as the presence of specific
content was often included statements of justification and clarification. Further, quoting parts of previous postings
before responding seemed to provide an intellectual springboard to launch other opinions or arguments. This
characteristic seems related to both intertextuality and a high level of engagement. The average of ten sentences or
more in postings is most likely the result of instructors who have reflected deeply on a subject and thus have more to
contribute than most users. Contributing to an ongoing story is connected to intertextuality in that the presence of
multiple texts, experiences, and examples are often present in story.

Although these characteristics need to be confirmed by future cross-topical studies, it may be fruitful for
instructors to use these characteristics in the creation of a discussion board posting rubric. Thus a posting that
followed this rubric may help promote critical thinking and metacognition in learners (Ferdig, Roehler & Pearson,
2002).
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Another difference in the study noted was the significant increase in responses per number of views in the
Applied Linguistics board compared to the Activities and Games board. This may indicate that more responses are
generated for a content specific discussion board (Applied Linguistics) than one that is cross-topical (activities and
games). However, this comparison did not hold true when comparing the responses per number of views to other
discussion boards in the ESL Café. Another possible explanation may be that because Applied Linguistics is central
to ESL/EFL instruction, it garnered the highest responses per number of views. Determining whether this is the case
would be a good question to investigate in a future study.
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A Tool for Supporting Urban Teachers in Training
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Introduction
The authors’ aim is to help novice teachers develop as purposeful instructional designers and reflective
practitioners — professionals who can work with the complexities of teaching and classroom contexts in an age of
rapidly advancing digital technology and cultural diversity. This paper will briefly describe the context, rationale,
and a conceptual model for an electronic tool that will help address this goal.

Context

The Crossroads project is sponsored by the Preparing Tomorrow’s Teachers for Using Technology (PT3)
program of the Department of Education. Based on one of the grant’s objectives, the presenters were charged with
designing and ultimately developing an online support environment for novice teachers’ technology integration in
urban schools. The system, TEPSS (Teachers Electronic Support System), consists of four fully integrated
components: a) An instructional design/lesson planning wizard will guide the users through designing an activity
based on the CITIS ID model for Culturally Infused Technology Integration; b) a Video Reflection tool will guide
students through editing and reflecting on video footage of themselves implementing their activities; c)
communications tools (Email, BLOG, Chatroom); and d) information/resources (systems help, instructional
resources, best practices, job aids) will be available at any point within the system.

Rationale

Novice teachers experience a variety of challenges not limited to classroom management, subject matter
expertise, teacher-parent communications, organization, locating resources, and developing rapport with students.
Preparing to teach in a high need, low socio-economic status (SES) school can significantly increase the burden
placed upon novice teachers in urban environments. Sachs (2004) identified five attributes of effective urban
teachers that have been consistently recognized by researchers: a) sociocultural awareness b) contextual
interpersonal skills, ¢) self-understanding, d) risk-taking, and e) perceived efficacy. According to a literature review
by Hogan, Rabinowitz and Craven (2003), there are several important differences between expert and novice
teachers in the area of pedagogy. Unlike expert teachers, novice teachers fail to visualize planning as a scaffold of
events. Instead, they perceive lesson planning as an individual, daily episode unconnected to the curriculum as a
whole. Experienced teachers require more details when planning a lesson (such as availability of equipment, student
ability and prior knowledge). In contrast, novices generally disregard these details and proceed to develop the
lesson. Experts tend to use multiple assessment strategies throughout a lesson in order to understand students’
schema before introducing new material. Novices tend to teach in ways that disregard the importance of the
connection between prior and new knowledge. While experts regard the classroom as a make-up of individuals with
personal prior knowledge and individual differences, novices attach a group identity to the class and base their
instructional strategies on a general level of ability, knowledge, interest and cultural identity.

Increasingly, beginning teachers are encountering schools with students diverse in culture, ethnicity, race,
religion, and language. Effective teachers who meet the needs of these diverse learners are skilled in culturally
responsive pedagogy (Gay, 2002; Ladson-Billings, 1995). According to Gay and Kirkland (2003), culturally
responsive teaching includes “using the cultures, experiences, and perspectives of African, Native, Latino, and Asian
American students as filters through which to teach them academic knowledge and skills” (p.181). This approach
validates students’ cultures by teaching racially diverse students to have a positive cultural identification of
themselves and others. In order for preservice teachers to create meaningful instruction that is culturally relevant,
they need to develop deeper self-knowledge about how their own backgrounds and beliefs might shape their
teaching and their students’ self- perceptions (Howard, 2003).

Reflection is an important part of professional practice and professional growth (Dewey, 1933; Schon,
1983; 1987). It is especially important in the development of culturally relevant pedagogy (Howard, 2003). Schon
(1983) suggested that there are two types of reflection: reflection-on-action (looking back on an incident) and
reflection-in-action (considering the incident as it unfolds). According to Schon, reflection-in-action depends on the
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intuitive performances that lead to surprises. These “surprises” may be something pleasing and desired or confusing
and unwanted. Reflection-in-action is bounded by the “action-present,” the amount of time in which an action can
impact the situation. Killion and Todnem (1991) extended the ideas of Schon to include reflection-for-action, the
desired outcome to guide future action. Thus the reflection process simultaneously includes past, present and future
timeframes.

The key to effective reflective practice lies in helping pre-service teachers look beyond the “technical” and
contextual aspects of teaching to questioning their knowledge and assumptions (Van Manen, 1977; Gay & Kirland,
2003). Ideally the level of reflection parallels the growth of the practitioner from novice to expert (Van Manen,
1977). However, Ferry and Ross-Gordon’s (1998) research on links between experience and reflection indicates that
experience alone may not promote more sophisticated levels of reflection. It may have more to do with the way in
which the educator uses the experience to reflect upon specifics of a problematic situation that fosters development
into an expert as apposed to an experienced non-expert.

Although teacher education programs can not graduate experts, they can assist pre-service teachers in
developing their pedagogical expertise more quickly and increasing their level of reflection. As emphasized by
Sparks-Langer and Colton (1991), “teachers need the opportunities to construct their own narrative, context-based
meaning from information provided by research, theoretical frameworks, or outside experts” (p.43). We would add
that these narratives can and should be connected somehow to their experiences in schools. Instructional design
models are useful tools in helping novice instructional designers to think more like an expert. They provide explicit
directions, steps and scaffolding for the beginning designer. A design model which addresses the pedagogical gaps
typical of novice teachers, the complexity of technology integration and the tenets of reflective practice could assist
pre-service teachers with lesson design in urban environments.

Proposed Model: CITIS

Culturally Infused Technology Integration Support (CITIS) is a two-part model (see figure 1). One
component is a scaffold for lesson/activity design; the other represents a metacognitive process to promote
reflection. The authors’ aim is to help novice teachers develop as purposeful instructional designers and reflective
practitioners — professionals who can work with the complexities of teaching and classroom contexts in an age of
rapidly advancing digital technology and cultural diversity. CITIS blends a learner-centered philosophy with the
proper amount of guidance needed to help novice teachers become more comfortable planning activities for their
classrooms. CITIS also infuses the cultural and socioeconomic awareness necessary for working in urban
environments. This is not a prescriptive model, rather one that can guide novice teachers and teacher educators in
their investigation of successful teaching practice.

Part 1 contains nine elements of lesson design performed in five stages. In stage 1, the preservice teachers
identify the curriculum and its corresponding standards as well as the cultural context and learner characteristics.
They identify the students’ knowledge, skills, and attitudes related to the curriculum as well as preferred learning
styles. Curriculum and standards information may be obtained from local and state curriculum guides, national
educational organizations, textbooks, school faculty and other resources. After reviewing the curriculum, the
beginning teachers consider how they will tailor the subject matter to better reflect students’ ethnic and cultural
diversity. A review of the materials may reveal gender or cultural bias or absence of a particular culture’s
representation such as those of Indigenous or Latino authors. Supplemental materials may need to be added. During
this time, the preservice teachers may use surveys, pre-tests, or class discussions in order to identify students’ prior
knowledge and skills as they relate to short stories, such as story elements and literary devices, as well as interest
inventories to measure attitudes such as those towards the genre, the potential themes to be discussed, reading in
general, and preferred learning styles.

Once the initial analysis is complete, the preservice teachers move to stage 2: identify the long-term goals.
The long-term goals reflect both the analysis of the learner as well as an analysis of the curriculum. Repeating the
goals for the unit of curriculum each time the daily lesson plans are written is designed to help novice teachers avoid
the pitfall of dividing lessons into discrete pieces of instruction (Hogan, Rabinowitz & Craven, 2003).

At stage 3 the preservice teachers write the objectives and plan the assessments, design the activities and
select the technology and materials needed for the lesson. These elements are recursive. The teachers may modify
each as they works through this stage of the design process. Teachers often list performance standards as their
objectives; thus, CITIS prompts the novice teacher to rewrite these standards into measurable outcomes that reflect
their learners’ characteristics and align with the broad curriculum goals. At the same time, the preservice teachers
should also determine what evidence they will use to determine if the students have achieved the desired
understanding. Teachers tend to think of assessment as a “single-moment-in-time test at the end of instruction”
(Wiggins & McTighe, 1998, p.12). As suggested by Wiggins and McTighe’s Backward Design Model, our model
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encourages beginning teachers to collect multiple and varied pieces of evidence over time in order to document
students’ ongoing inquiry, rethinking and growth. As the teacher designs the activities and plans for integrating
technology and/or other materials into the lesson, consideration is given to creating instruction and learning
opportunities that recognize students’ differing cultural capital, promotes critical thinking and problem solving, and
uses technology as a tool to support meaningful learning. Students could be given options for the format such as a
newspaper, short story, or visual presentation. A variety of software and could be used to create the final products.
The novice teachers would plan to conduct process interviews with students throughout the project in order to gain
information about the students’ metacognitive processes during the project’s process phase. Rubrics would be used
to assess the products of student learning. During this recursive step, the preservice teachers might realize that their
learners need other skills in order to complete the final product; thus, add additional objectives and modification of
the lesson activities would occur during this stage.

In stage 4, the teacher is asked to implement the activity and assess student performance. These activities
generally occur simultaneously as the teacher checks students’ understanding and ability to meet the lesson
objectives. In the final stage, the beginning teachers evaluate how well they implemented the lesson. This is the
critical reflection piece of our model: the metacognitive component.

Part 2 of the model focuses on the metacognitive activities of teachers. This part of the model is designed to
help novice teachers develop more complex schemas for both pedagogical problem solving and pedagogical content
knowledge development. Based on Schon’s (1983) idea of reflection-in-action, pedagogical problem solving is the
ability of the teacher to analyze a learning situation in progress, select appropriate strategies or interventions and
make corrections while teaching. Pedagogical content knowledge (PCK) is the teachers’ ability to identify learning
difficulties and students’ misconception combined with the fluidity to transform subject matter using “the most
powerful analogies, illustrations, examples, explanations, and demonstrations—in a word, the ways of representing
and formulating the subject that makes it comprehensible for others” (Shulman, 1986, p. 9). The concept of schema
is fundamental to cognitive theories of representation. These theories seem to agree that a schema has the following
characteristics: a) it is an organized structure that exists in memory, and in total, contains the sum of one’s
knowledge of the world; b) it exists at a higher level of generality, or abstraction than one’s immediate experience
with the world (Paivio, 1974 as cited by Winn, 2004); c) it provides a context for interpreting new knowledge as
well as the structure to hold knowledge; and d) it is dynamic and can be changed as a result of general experience or
through instruction. As novice teachers learn through daily experiences and instructional intervention, their
memories and understandings of the world change (Winn, 2004). Based upon the definition of schema as a dynamic
construction, we propose to facilitate the continuous development of preservice teachers’ schema regarding effective
teaching and learning.

Thus, in this stage of CITIS preservice teachers are scaffolded through a reflective process in which they
consider four elements: student data, experiential data, cultural awareness and their mental models of teaching. First
the preservice teachers make meaning of the students’ performance derived from both informal and formal
assessments given during this lesson and built upon it from previous lessons. Next, the preservice teachers are asked
to reflect on the experiential data derived from the lesson they have recently designed and implemented in order to
select Critical Incidents (Tripp, 1993) that impacted their students’ learning. Tripp (1993) suggests that teachers
identify or “create” Critical Incidents based upon value judgments: “Incidents happen, but critical incidents are
produced by the way we look at a situation” (p.8). Critical Incidents provide preservice teachers a venue for deeper
and more profound levels of reflection as well as a means to challenge their schema (Griffin, 2003; Hamlin, 2004).
By “a deeper level of reflection”, we are referring to not only analysis and clarification of practices and
consequences (technical), meanings and assumptions (practical), but also consideration of ethical, moral, and
political issues (critical) (Gay & Kirkland, 2003; Sparks-Langer, Simmons, Pasch, Colton, & Starko, 1990; Van
Manen, 1977). Using Griffin’s (2003) framework for reflecting on the Critical Incident, preservice teachers
document what occurred during the episode, how they felt about it and why certain events happened (telling it from
the perspective of each participant). Next they classify aspects of teaching, learning and schooling that occurred and
connect this to educational theories, professional standards, etc. The preservice teachers are then asked to consider
their own cultural background, beliefs, prejudices and notions of culture and how these might have influenced the
lesson design, lesson implementation, and their students’ understandings and perceptions. Next they describe their
mental model of effective teaching and compare their own practice to this. With the insights gained from this
metacognitive activity, the novice teacher is encouraged to make modifications to the current activity and future
lessons, thus moving from reflection to action (Killion & Todnem, 1991).
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Electronic Support

Two tools have been designed to be included in an electronic support system for urban preservice teachers
based on the CITIS model, careful analysis, and review of current literature. The Lesson Planner will provide users
with an activity design “wizard” that would guide the novice teacher through planning an activity using a series of
textual prompts. By wizard, we mean an electronic device that would guide the user through a given process through
a series of textual and/or visual prompts. An example of this might be software that assists users in completing their
tax returns. The textual prompts would be guided by stages of lesson design as described in the CITIs model. We
have also considered using pedagogical agents as guides and/or information sources (for more on using pedagogical
agents, see Baylor, Kisantas, Chun, 2001; Kisantas, Baylor, Hu, 2001). The Video Window will be a mechanism
through which users can upload video footage of themselves teaching, edit the footage, and reflect on their teaching
experience - while taking advantage of the immediacy of the digital video media. The video window is essentially a
tool that facilitates novice teachers’ progression through the metacognitive components of CITIs. For example the
video can be used to assist them in reflecting on critical incidents after the real-time teaching moment (Griffin, 2003;
Hamlin, 2004; Killion & Todnem, 1991; Tripp, 1993).

It is hoped that the mechanism created by combining the Lesson Planner and Video Window tools would
facilitate an iterative process that should help develop reform-based teaching habits and prepare teachers for
working with digital technology and contextual diversity of the modern classroom. Student use of these two tools
could help create powerful, realistic teaching cases to be shared with peers or stored in a knowledge management
system for future use.
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Digital Primary Sources for Classroom Instruction: What do teachers say?

Carol A. Brown
East Carolina University

Kaye Dotson
Martin County Schools

Introduction.

In history or social studies classrooms, teachers emphasize the importance of how people, geography, and
economics are interconnected to bring about the events studied in the textbook. Teachers of language arts and
techniques for creative writing know that written communication is greatly enhanced through personal experience.
The curriculum for many school districts include writing skills in “problem-solution” or “definition essays”
Information literacy skills are best taught using motivational forms of media that touch the heart and soul of a
student. Diaries of Civil War brides, photos from the Great Depression, and digital clips of music from "Negro
churches" of the 19th century add realism and pizzazz to the chronological events typically presented in school
classrooms or media centers. These and other primary sources are being digitized and are accessible from many
excellent online sources. Digital primary source (DPS) documents and artifacts are easily accessed through portals at
academic libraries, museums, and government agencies. The number of these primary source websites is growing.
By searching the Internet Public Library (Available: http://www.ipl.org/), hundreds of educational sites can be
located. For example, by using the keywords “digital primary sources” in the Education subject heading 470 entries
are found using www.IPL.org website. A review of the literature reveals that teachers and media specialists have
used PDS as a tool for critical thinking and analysis of historical artifacts (Bennett & Trofanenko, 2002). McElmeel
(2001) suggests that one of the best uses of these resources is for analytical comparisons. PDS documents can be
used to take the student beyond simple reading and reporting of information. Using a case study at a nearby high
school and focus groups/interviews from a representative sample of teachers across the region, this researcher began
an investigation in how PSD can be used to guide students and teachers from simple fact gathering and reporting to
the applied use of information to solve problems and generate new ideas (Loertscher, 2004). The purpose of this
study is to investigate teachers' understanding in the instructional use of primary source documents and their
personal evaluation of a newly developed resource developed by a regional university in eastern North Carolina.

Review of the Literature

Constructivist classrooms and laboratories are common in K12 schools. Resource and project-based
learning are highly valued (Todd, 2005). Higher-order thinking includes processes for content analysis, synthesis of
new ideas, and evaluation of documents, all of which are the valued outcomes for inquiry-based projects (Lamb,
2004) Primary source documents are excellent resources for guiding students in constructivist thinking. Some of the
benefits for using primary sources documents include historical thinking [processes], point of view, and identifying
bias (Friedman, 2005). In addition, students can be taught to become active investigators who will gather evidence
that can be used to write their own history book (VanFossen & Shiveley, 2000). Students are motivated to read first
person accounts, especially when the author is a young person who may have lived in a different time period
(Barton, 2005). For example, the strong and sustained interest in the journals of Anne Frank is an indication that
young people relate to the personal writings of peers who have lived in different times and cultures (Anne Frank
House, 2005).

Currently, the most expansive project for PSD is the “American Memory Project” provided by the Library
of Congress (Balas, 1999). Over four million objects are archived on the project's server. Instructional anchors
guide the teacher through basic information related to use of digital resources, best practices for the classroom, and
methods for integrating into specific content areas. “Documenting the American South” is a project sponsored by the
University Library at the University of North Carolina (University of North Carolina, 2005). Documents and
artifacts available on this website are selected by the UNC Library editorial board. This valuable resource for
teachers includes an expansive database with artifacts related to the southern region of the United States. The
Chicago Historical Society, the Gilder Lehrman Institute of American History, and others are working
collaboratively with the University of Houston to develop “Digital History” (University of Houston, 2005), a richly
endowed interactive multimedia history of the United States. Unique features of “Digital History” include an online
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textbook with interactive timelines, guided readings, and an online expert known as “Hyperhistorian”. Hundreds of
primary source documents and objects are listed in the expertly designed pathfinders within this website.

In 2003, Joyner Library at East Carolina University received a Library Services and Technology Act
(LSTA) grant (North Carolina State Library, available online) to supply funding needed for the “North Carolina
Digital History and Fiction” (Joyner Library, 2005) project. Working in partnership with three regional museums,
the website provides hundreds of digitized documents related to the eastern area of this state (available online
http://www.lib.ecu.edu/ncc/historyfiction/ ). Approximately 200 texts have been digitized pertaining to the history of
29 eastern North Carolina counties. The documents, dating from the early 19" century, are extremely rare, fragile,
and not accessible through normal library circulation. Joyner and its partners are making available over 20,000
additional pages of historic texts related to eastern North Carolina. An interesting collaboration between, the
“Tobacco Farm Life, Country Doctor Museum,” and “Historic Hope Plantation” has yielded a rich display of
artifacts, objects, video, and audio files that are uniquely important to eastern North Carolina history and culture.
The URL’s for each of these museums is included in the references for this article. In addition, there are links to NC
ECHO (ECHO, 2005) which links to Cultural Heritage sites located across the United States. These, and other
online resources, provide a large collection of digital artifacts that include metadata for descriptions and
recommended use of the resource.

Research Method

During the fall and spring semesters for 2004-2005, graduate students enrolled in media and technology
courses have been given access to the North Carolina Digital History and Fiction Project. Their discussion threads
and interviews have provided insight into the usability of the resources on the ECU digital project. In spring of 2005,
a series of focus groups were conducted in several locations in the eastern region of North Carolina. Teachers,
media, and technology specialists from elementary, middle, and high school were randomly selected from a list
replying to an invitation to review and evaluate the North Carolina Digital History and Fiction Library. In order to
achieve representative samples from the K12 schools, the participants were selected based on grade level and
content area. Participants were compensated with a small stipend and a light supper meal. Jamesville High School
in the "down east" country of the state participated in a case study use of primary sources provided by the
researcher. These included The “American Memory Project,” “Documenting the American South” and the “North
Carolina Digital History and Fiction Library” project. The media coordinator and classroom teachers worked
collaboratively with the university researcher to examine (1) student response to the use of digital primary sources,
(2) efficiency in use of research strategies, and (3) quality of writing for the final research paper. By using the
archived stories, interviews, diaries, and other documents available through digital primary sources, students have
authentic artifacts for analysis using an efficient method of access.

Results and Discussion

Discussion Threads

In spring and fall of 2005, graduate students in EDTC 6035 Integrating Computers in Social Studies,
Language Arts, and Information Literacy Skills were asked to evaluate the contents and design of the North Carolina
Digital History and Fiction website. The enrollments (n= 52) for this course consist of classroom teachers — grades
K-12, library media specialists, and technology facilitators in N.C. public schools. Graduate student responses were
framed within the following contexts- 1) What is most useful; 2) What is least useful; and 3) Instructional use for the
website.
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Table 1. Summary of pro’s and con’s for North Carolina Digital History and Fiction Library as evaluated by

teachers.

Most Useful

Not Useful

Instructional Uses

Could be used with
Webquests
Maps

Video clips take long time
to download

Search option not
efficient

Useful to teach research skills using
such models as Big6 or | SEARCH
Complete a research project, copy
public domain images and insert in
PowerPoint for class presentations

Detailed Information
that could be used to
build database files and
spreadsheet activities;
graphing activities

NC ECHO with cultural
heritage information

Needs a better navigation
system. Needs more cross
references among
resources

Reading levels too high
for elementary and middle
school students

Research personal names in home
county

Map skill using the travel maps
available with each of the 29 counties

Museum Partners

Easy navigation

Homepage needs more
information about purpose
of the site

Homepage needs more
color, especially for
younger students

Use the museum images as advance
organizers before taking a field trip

Use the museum images as a follow-
up activity after a live filed trip

Tutorial for Search
Operators

Images and objects
from the museums

All laptops trying to
access the same site at the
same time...too slow
Needs more alignment
with state standards and
state curriculum

Visualization projects for life in the
past

Students and parents visit the sites.
Parents and grandparents share oral
histories with students

Access to rare materials

Clear uncluttered pages

Pirate projects — what were they
really like?

Students read an excerpt from a
primary source and answer a
question or situation about it...

Interactive Map on
homepage

Image and text version
of the books

Art lesson using paper mache or
pottery to recreate artifacts on
museum site.

Graduate student evaluators clearly were supportive of the Joyner website. The strongest response came from that
student who identified the website as a useful resource for local histories and for teaching basic facts about North
Carolina history. Nearly every evaluator commented on the value of the website for local history and for fostering
pride in one’s birthplace and personal heritage. Many of the evaluators commented on their own county region first,
before any mention of other resources available through the website. Many of the evaluators live in a region of the
state west of the 29 county region that is the focus of the website. These teachers all wanted to know when the
remaining 71 counties would be added.

Focus Group Interviews.

An analysis of the transcripts from the focus groups provided very useful formative information for the
design and development team of the project. Because the focus groups were conducted earlier in the year (2004),
many of the interactive features for the website needed reevaluation and revision. Comments from the focus groups
greatly facilitated this process. The most valuable information gained form the focus groups included comments on
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both the design of the website and the informational contents. The strongest recommendation was to add links to
resources for all of the 100 counties in North Carolina. Students and teachers are “naturally going to search the
contents of their home county first!” Many of the focus group evaluators commented on design of the homepage.
Suggestions were made to add more color, thus making the website more inviting for elementary and middle school
students. Others suggested that links be added for “kids’ page” and a teacher resource page. The most common
recommendation for content was “add a topics page” with links to specific topics related to the North Carolina
Standard Course of Study. Teachers also liked the idea of linking suggested lesson plans to specific student
competencies with in the state curriculum. Many of the teachers suggested adding shorter lesson activities rather
than a full and formal lesson plan. Teachers, they commented, rarely use a full lesson plan as written, but instead,
pull selected activities for use in their classrooms. Teachers also liked maps, but found little practical use for the soil
sample survey maps. Many remarked on the excellent selection of fictional works dating from the 1800’s. Many of
the high school teachers commented on how these might be used in their literature classes. Middle school and high
school teachers commented on the readability of most fiction and nonfiction works. These would be “too hard to
read” for their students. Some suggested that excerpts from selected readings could be used to teach concepts and
skills for “main idea”, “point of view”, and other reading comprehension skills that are included in standardized
tests. Several teachers liked the basic information listed on each County homepage. Though basic factual
information is mainly used for recall questions, it is useful for standardized tests that are typically administered in
K12 public education. In addition, the almanac information is useful as a springboard for problem solving and other
research topics requiring baseline information. For example, one teacher suggested using the information for
building databases and comparison problems. Another teacher suggested using the population data to show trends in
growth by region and county. To quote one high school social studies teacher:
My problem, and every history teacher’s problem in this state, is that we are driven by the End of Course
test. I can tell you right now, we would not have the time for students to look up who opposed slavery in
North Carolina. We would tell them, the Quakers, then move on. . . We might discuss the Civil War and I
could use a Civil War poem, but I wouldn’t expect the students to go out and find the poems themselves.
Other teachers commented on advantages that could be used to support the End of Course tests.
It would be good if 10™ grade writing teachers could search with the keywords that lead to some quotes or
speeches from Eastern North Carolina...keywords like heroism or justice, and then they could ask the
students to respond to the quotes in their essays. . . teachers need access to famous speeches and
documents which cover particular themes so that students can practice writing for the (EOC) test.

Case Study.

Students at Jamesville high school (Dotson & Grimes, 2005) were instructed to research a topic and locate
information that would provide answers or a conclusion to the focused research questions. Results from their
research of primary sources were presented electronically by using PowerPoint slides. At the conclusion of the
project, each student completed a reflective response sheet. Students responded to questions related to their interest
in digital primary sources, the most helpful websites, usability of the websites, what significant things were learned,
satisfaction levels for the use of the technology, and what parts of the project caused frustration and anxiety.
Students were also questioned on their understanding of primary sources and the benefits for using this kind of
resource for research. Comments from the reflective surveys were summarized and analyzed for patterns that might
indicate a major theme underlying attitudes and understanding of primary source documents. . As can be seen in
Table 2. comments fall into two categories. About half the students found the sources helpful and enjoyed the
project. In contrast, several students reported frustration and lack of satisfaction.
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Table 2. Digital Primary Sources: What was helpful and what was frustrating for secondary school
students.

What was helpful What was frustrating

The document helped me write my focus "can't find anything" comments= 8 total
question [note: student research strategy is in
reverse order]

I read, in depth, some documents and made navigation problems; dead links= 7 total
inferences.

More interesting and more useful [than Hard work, had to dig into the information to
secondary] find answers

"Enjoyed going into the school library to work" | Sometimes the websites were confusing and
comments = 4 total hard to use ...confusing and outdated....
My focus question helped me stay on topic and | Primary research is much harder than using
not include information that did not support or [just] any source available.

relate to my topic.

...much more accurate because it was written by | ...time consuming, missed being in the

the people of that time period. classroom. .. time consuming

Focus question narrowed my search and it was ...just did searching and wrote my focus
less time consuming for the research. question at the end....[reverse order]

I learned that people living in different places ...learned it is difficult to do a presentation
had different and like experiences, but also from newspapers and diaries...

people felt different about things like the war...
...learned to dig deep into a database

...learned that some views in modern times and
history disagree with the views of people during
that time...

You get first person views of your research
...you learned about how people reacted to a
historic event....

Clearly, students need instruction in how to use primary source documents within a particular context.
Students in this case study were able to describe the characteristics for a variety of primary documents, however, it
was not until a second project was planned that students began to formulate questions that used point-of-view,
comparisons problems, and bias in primary documents. Leslie’s project, on the other hand, showed great potential
for research with point-of-view. She demonstrated understanding of primary sources as biased and that the
researcher must "write history" based on comparison of a variety of documents. In response to reflective question,
"What was the most significant piece of information you learned in doing this project," she responded, “Opinions
vary greatly depending on what you are reading and who you are reading. Also, since you are reading opinions don’t
take everything as fact.” When students were asked, "What did you learn about primary sources for doing
research?...that primary sources we had were not very good at finding information,” strongly indicates a need to
provide more effective methods for instruction in the purpose and best use of primary source documents.

Conclusions

Based on the analyses of focus-group transcripts, interviews, discussion threads, and survey responses, the
use of digital primary sources can be a valuable resource for teachers, media and technology specialists. There are
three main benefits with the use of online primary sources. First, teachers report that the digital documents and
artifacts are motivational and engaging for students. Images of artifacts, sound bytes, and interviews using streaming
video provide rich multimedia environments for students. Secondly, they are a good tool for enhancing higher order
thinking processes. Students have the opportunity to “write their own history” through position papers, point-of-
view, and analysis of controversial documents. Finally, digital primary sources are readily available on the web and
accessible to any student with Internet access. A simple search of the web using any of the popular search engines
will result in several thousand valid educational websites housing the primary digital resources.
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There are some disadvantages. Websites with streaming audio and video presentations that include
metadata or other supporting information may not be accessible to schools with low bandwidth or older computers.
Slow downloads lead to problems with classroom management and impatient students. Understandably, the original
documents were usually written for adults, thus reading levels may not be suitable for younger students. When
planning lessons for middle school and children in older elementary grades, excerpts from documents should be
selected in advance and presented as a whole class reading opportunity and discussion. When using primary source
documents for a traditional “research paper”, teachers should review and evaluate several sources prior to classroom
instruction and research activities. Selected resources should be bookmarked and a pathfinder (Kuntz, 2003)
provided to eliminate aimless wandering on the web and loss of valuable time for thinking and problem solving
discussions.

Digital primary sources provide documents and artifacts that bring history and culture to a new dimension
for both teachers and students. Priceless resources in the form of fiction and nonfiction can be read by any student
without the necessity of traveling to an archived collection in a distant library or museum. Most importantly, this
paper suggests that students have the potential for reading first hand accounts and drawing their own conclusions
about controversial topics. Students no longer must be entirely dependent on the historical reports by secondary
sources but have opportunity to think as an historian does, piecing together the story from a variety of sources and
personal accounts.
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A New Perspective for Effective Evaluation of Human Performance
Technology Interventions

Hasan Cakir
Indiana University

Abstract

Human Performance Technology (HPT) provides interventions for improving performance of humans,
groups and organizations in variety of settings. Effective evaluation strategies are needed to justify and improve
these interventions. Kirkpatrick’s framework is widely utilized to evaluate training as well as non-training HPT
interventions in business setting. However, the distinction between the natures of training and non-training solutions
in HPT requires a new evaluation model. This paper, first, has analyzed strengths, weaknesses and utilization
aspects of Kirkpatrick’s framework in corporate settings, second, has examined alternative evaluation models and
finally, has proposed the Dimensions and Systems model for evaluating HPT interventions.

Introduction

Performance Technology (PT) is a field committed to enhancing the performance of human beings and
organizations (Van Tiem, Moseley, & Dessinger, 2000). In order to validate the effectiveness of PT interventions, an
evaluation process is needed (Rosenberg, Coscarelli, & Hutchinson, 1999). In 1959, Kirkpatrick published a four-
step evaluation model consisting of reaction, learning, behavior and results to evaluate corporate training programs
(Kirkpatrick, 1996). Since then, the model has become a core for several evaluation models (Goldwasser, 2001).
Kirkpatrick’s framework is not only used for evaluating training programs, but also for evaluating performance
improvement interventions (Klein, 2002). However, training is not the only solution to performance problems, so
Kirkpatrick’s framework may not be sufficient to evaluate the effectiveness of PT interventions. This paper aims to
provide an expanded view of Kirkpatrick’s framework to meet the need for a complete model for evaluating PT
interventions.

Human Performance Technology is a systemic and systematic way of applying scientific and practical
knowledge about human, group and organizational behavior to improve human performance and achievement
economically and effectively by using a wide range of interventions drawn from several disciplines (Rosenberg,
1996; Rossett, 1996; Stolovitch & Keeps, 1999). The field is usually referred to as Performance Technology (PT)
with the human prefix implied (Rosenberg, 1996). The operational dimensions of PT are divided into human,
workplace and work (Rosenberg, 1996). PT practitioners employ a wide range of solutions to any given
performance problem including, but not constrained to, training (Rosenberg, 1988).

Evaluation is a process of making judgments about the worth of observed phenomena based on collected
data (Shrock & Coscarelli, 2000). In the PT field, formative evaluation is conducted during the intervention
development process and the summative evaluation process is conducted after intervention implementation
(Thiagarajan, 1991). Summative evaluation has three purposes, to justify existence of the intervention, to improve
the intervention for possible future implementation, to determine whether to continue or stop the intervention
(Kirkpatrick, 1998). This paper will focus on summative evaluation.

Significant resources are spent on training and non-training interventions to increase human performance
(Lee & Pershing, 2002). As a result, PT practitioners are expected to make contributions to the organizations’
bottom line (Phillips, 1991; Robinson & Robinson, 1989; Rosenberg, 1996). In order to determine effectiveness and
justify PT interventions, evaluation is needed. Since the literature has not presented a comprehensive model to
evaluate the effectiveness of PT interventions (Holton, 1996; Lee & Pershing, 2002; Sleezer, Zhang, Gradous, &
Maile, 1998). Generally, PT practitioners utilize Kirkpatrick’s four-level framework for evaluating PT interventions.
The reasons for this situation stem from the origins of PT and current PT practices.

Origins of PT and Training’s Place
As implied in the definition of PT and claimed by several authors, training is not the only solution to
performance problems. As a field, PT evolved from instructional systems, systems thinking, informatics,
ergonomics and psychometrics (Rosenberg et al., 1999). Historically, the roots of PT are deeply embedded in
Instructional Systems Design (ISD) in terms of concepts, principles and theories (Reiser, 1987).
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Additionally, many practitioners have stated that training is the least effective approach to performance problems
(Gordon & Zemke, 2000; Zemke & Rossett, 2002). PT practitioners are therefore shifting from training to other
performance improvement solutions (Carr & Totzke, 1995; Guerra, 2001). However, this transition is a slow one.
According to Rossett and Tobias (1999), 40 percent of practitioners do not conduct any needs assessment and
implement training as the only solution to the performance problems in their organizations. Furthermore, Klein
(2002) conducted a literature review of PT interventions published in Performance Improvement Quarterly, the
premier journal of the PT field, and his findings show that the prevailing type of intervention is several forms of
training in performance improvement. Consequently, Kirkpatrick’s framework is the only tool to evaluate these
interventions. The framework suggests four levels (Kirkpatrick, 1998):

Reaction: “How those who participate to the program react to it...a measure of costumer satisfaction.” (p.
19)

Learning: “The extent to which participants change attitudes, improve skills as a result of attending the
program.” (p. 20)

Behavior: “The extent to which change in behavior has occurred because the participant attended the
training program.” (p.21)

Results: “The final results (low absenteeism, increased profit, low turn over, tangible results) that occurred
because the participants attended the [training] program.” (p.23)

The Philosophy and Utilization of the Framework

Although it was introduced in 1959, the framework is still in use and has served as source of inspiration for
several approaches to evaluating training programs (Kaufman & Keller, 1994; Molenda, Pershing, & Reigeluth,
1996; Phillips, 1996), human resources development (Dye, 2001; Holton, 1996) and teacher professional
development programs (Guskey, 2000). However, its name has evolved from four-step to four-level (Kirkpatrick,
1998) and there is an ongoing controversy about whether it is merely taxonomy or a model (Dye, 2001; Holton,
1996) and a prescriptive or descriptive framework (Lewis, 1996; Twitchell, Holton, & Trott, 2000). For the purpose
of consistency, throughout this paper, Kirkpatrick’s evaluation approach will be referred to as a framework.

Why is the framework so popular?

The reasons, for which the framework is widely used, cited, modified and attacked, are the philosophy
underneath it, its strengths and shortcomings. Drawing from Kirkpatrick’s articles and book written on the four-level
evaluation framework, the ideas below can be identified as philosophy of the framework:

1. Only for training: The framework aims at evaluating training programs only (Kirkpatrick, 1998).

2. Evaluation as complete a four-level: According to Kirkpatrick (1996), partial application of the four-
level evaluation does not complete the evaluation process. In order to provide useful information about the
effectiveness, a training program all four levels should be applied in sequence.

3. Simplicity and practicality: According to Kirkpatrick (1996), many practitioners are not interested in
complex and scholarly evaluation methods, they seek for a model that they can understand and apply.

4. Evidence rather than proof: In connection with the third point, Kirkpatrick makes a distinction between
proof and evidence when conducting level 3 and level 4 (Kirkpatrick, 1977; Kirkpatrick, 1998). He argues that proof
is difficult to obtain at levels 3 and 4, so practitioners should collect evidence about the contribution of training.

The framework’s philosophy creates its strengths, below are the identified strengths of the framework in its
practical application as reviewed in the literature.

Simplicity and elegance: The most important strength of the approach is that it provides a simple and
applicable evaluation model for training practitioners (Alliger & Janak, 1989).

Completeness: Kirkpatrick drew on all evaluation methods practiced up until his time and created his
approach to evaluation with a complete framework (Spitzer, 1999).

A consistent framework for comparison: The framework provides a consistent template to compare the
effectiveness of training or professional development programs across industries and organizations. Using a
common framework to evaluate the programs could help practitioners to decide which methods are effective in
training and fit for their context.

But, is the framework truly popular?

Although several authors and practitioners claimed wide use of the framework consistent with its strengths,
research from the literature does not reflect these claims. Studies from the USA (ASTD, 1996; Moller & Mallin,
1996; Twitchell et al., 2000), Canada (Blanchard, Thacker, & Way, 2000), Britain (Bramley & Kitson, 1994) and
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Kuwait (Al-Athari & Zairi, 2002) show that most evaluation activities are conducted at level 1 and level 2 and
spurned at levels 3 and 4, which makes partial use of the framework widespread. The low utilization of level 3 and
level 4 is not a new issue (Twitchell et al., 2000). As cited in Twitchell et al. (2000), Catalanello and Kirkpatrick
(1968) published similar results in the past.

Why were Level 3 and Level 4 applied rarely?

Regardless of country, industry and time, level 3 and level 4 evaluations are rarely conducted. Eight
answers to the question; “what are the reasons for not applying level 3 and level 4?”” come from research studies and
the experiences of prominent training practitioners.

No need to conduct evaluation at level 3 and level 4: Dixon (1996) suggests that some companies (such as
Motorola, IBM, Arthur Andersen, etc.) do not feel a need to justify the existence of their training departments.
Moller and Mallin (1996) and (Twitchell et al., (2000) support this point with their findings.

The impracticality of utilizing all levels for every training program: Geber (1995) argues that applying
level 3 and level 4 to every single training program that a company offers would be impractical for some
organizations because of the nature of some programs.

Lack of knowledge and skills: Some of the training practitioners do not have the knowledge and skills to
design sophisticated evaluation methods and the required metrics (Twitchell et al., 2000).

Lack of collaboration: Some organizations do not have a culture of openness and trust between employees
and management (Harrell, 2001) and some managers perceive data collection and evaluation as disruptive (Moller &
Mallin, 1996; Riley, Davani, Chason, & Findley, 2002).

Lack of administrative support: Riley et al. (2002) listed stakeholders’ inadequate understanding about the
importance of level 3 evaluation as one reason. Additionally, in a survey study, most of the practitioners stated that
their companies placed significant barriers to evaluation at all levels (Moller & Mallin, 1996).

Time and money costs: Geber (1995) states that “No one who does level 3 and level 4 evaluation pretends
that it’s free” (p.34), level 3 and level 4 are more time consuming and cost more money than level 1 and level 2
evaluations.

Abuse of results: In a survey study, Moller and Mallin (1996) found that most practitioners do not want to
see negative evaluation results for a training program as they may be used to cause damage rather than
improvement.

Access to data: In connection with lack of administrative support, access to pre-intervention and post-
intervention data is another barrier (Moller & Mallin, 1996)

Why is Kirkpatrick’s framework used in PT?
The literature suggests three reasons for utilizing Kirkpatrick’s framework in PT interventions: training as
the prevailing intervention, lack of alternatives and the intuitive power of the model.

Training as the prevailing solution

As stated previously, instructional systems design has been the main influence on PT. For example, the
early name of the field’s professional organization was the National Society for Programmed Instruction and later
became the National Society for Performance Improvement. Furthermore, journal names for the field followed suit.
In terms of solutions to performance problems, although there is a transition from training to other interventions,
training is still the dominant intervention method for performance problems (Klein, 2002; Rossett & Tobias, 1999).
Consequently, in order to evaluate the effectiveness of performance interventions, Kirkpatrick’s framework is the
primary model to be utilized.

Lack of alternative evaluation models

As cited in Carr and Totzke (1995), once, Maslow stated “if all you have a hammer, you will treat all
problems as nails” (p.11). Lack of models to evaluate performance improvement interventions is a glaring problem
and it has been stated by several authors (Sleezer et al., 1998). Other evaluation models such as 360-degree feedback
and Balanced Scorecards might be considered as alternatives.

Intuitive power of the framework

The elements of Kirkpatrick’s framework were being utilized before Kirkpatrick published his framework,
however not systematically as Kirkpatrick suggested (Kirkpatrick, 1998; Spitzer, 1999). By providing this simple
and complete framework, Kirkpatrick showed how a training program’s outcomes could affect individuals and

104



organizations (Spitzer, 1999). Practitioners’ experiences suggest that the levels of the framework can be applied to
any type of PT intervention, which makes these categories almost universal (Edwards, Scott, & Raju, 2003).

Then, the model should be adequate?

Although Kirkpatrick’s framework has been utilized to evaluate training programs, it is not sufficient to
evaluate general performance improvement interventions (Lee & Pershing, 2002; Sleezer et al., 1998). Two main
reasons inherent to the framework can be identified from the literature as the framework’s inadequacy for PT.

The Multi- disciplinary nature of PT interventions

As originally stated many times by Kirkpatrick (1998) and other authors, the framework is designed for
evaluating training programs. The main focus of training is teaching and learning, whereas the main focus of PT and
the performance technologist is performance and accomplishment (Rossett, 1996). Performance is a combination of
several variables. Many authors have attempted to provide a comprehensive taxonomy for performance variables
(Holton, 1999; Sleezer et al., 1999). (Stolovitch & Keeps, 1999) categorized performance variables into two
categories, learning interventions and non-learning interventions. Performance is a function of many variables and
training is just one of the interventions capable of increasing performance (Brinkerhoff & Dressler, 2002).

Inadequacy to take systems approach

One view of PT is to see the organizations as systems (Sleezer et al., 1999). A system is a set of elements
interacting in an environment to achieve results (Ackoff, 1994). An outcome in an organization is a result of several
interactions of related elements within an environment. At level 3 and level 4, practitioners actually are not only
measuring the effects of training on performance but also a large system of organization’s effects to the performance
and results (Brinkerhoff & Dressler, 2002). Kirkpatrick’s framework does not accommodate all the elements that
have effects on outcomes at each level and their interactions with each other (Holton, 1996).

Criteria for an Alternative Model

It is clear that Kirkpatrick’s framework partially meets the first set of criteria and (Holton, 1996; Lee &
Pershing, 2000), and a substitute for the framework is needed, but what might be the attributes of an ideal model for
evaluating PT interventions? An integration of knowledge from the literature suggests a set of criteria; the serving
purposes of evaluation in PT. An evaluation model for PT interventions should:

provide outcomes to improve interventions,

provide outcomes to validate if the intended objectives are achieved,

provide outcomes to justify existence of intervention,

provide a systemic view of performance interventions,

accommodate multiple interventions,

accommodate individuals and organizations,

be applicable by practitioners.

Models at work in organizations

The literature suggests other evaluation models for evaluating performance of individuals and
organizations, among them, 360-degree feedback evaluation (Scott & London, 2003), balanced scorecards (Kaplan
& Norton, 1992) and Holton’s model for evaluating HRD interventions (Holton, 1996) are the best known models.

360-degree feedback

360-degree feedback evaluation is a technique for evaluating an employee’s job performance based on
feedback from everyone with whom the employee has contact. Its primary methodology is collecting data from
multiple sources in an employee's environment (Scott & London, 2003). The main objectives of 360-degree
evaluation are to increase the objectivity of the performance assessment, to increase the self-awareness of the
performer and to stimulate professional development (Alimo-Metcalfe, 1998). The main drawback of this method is
that it is an aggregated form of evaluation. It does not aim to show the effects of an intervention on performance.

Balanced Scorecards

The Balanced Scorecards model has been specifically developed to measure and evaluate the linkage
between financial results and employee behavior at the group and organization levels (Edwards et al., 2003; Kaplan
& Norton, 1992). Simplicity and the least number of performance and result outcome measures are essentials
(Kaplan & Norton, 1992). Although the Balanced Scorecards method is sufficient method for bottom line, it does
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not meet the first three requirements of evaluation in PT. Evaluated results and performance are presented in
aggregated forms. It does not discuss contributions of an intervention to performance and its results.

Holton’s HRD model

Holton’s framework discusses how an intervention (training in his case) can be evaluated in terms of
learning, performance and results perspectives. He provided an expanded view of Kirkpatrick’s framework and
claimed that the framework’s level 1, reaction, is not an outcome of training, but rather a moderator (Holton, 1996).

Holton’s framework is an effort to explain the influences on outcomes of an intervention, however, it
cannot be used in PT evaluation for three reasons. First, it is not intended for all performance improvement
interventions. As stated by Holton (1996), it is intended for a single training intervention. Second, it evaluates
performance on the individual level, while PT focuses on groups and organizations as well as individuals. Finally,
practitioners in the field need a simple and elegant model for evaluating interventions.

All three models above only partially meet the criteria of an ideal evaluation model for PT. Therefore, a
model which addresses the criteria for an ideal evaluation model and attributes of PT is needed.

Proposing an Expanded View of Kirkpatrick’s Framework
In order to address two sets of criteria presented in the paper, a three dimensional model with systems
theory is proposed. The model is named Dimensions and Systems since application of the model requires, first,
selecting dimensions and, second, configuring the systems.

Dimensions
In order to address all the elements in PT, a three dimensional matrix is needed. Dimensions of the model
are variables/interventions, evaluation outcomes and subjects of evaluation. Figure 1 depicts each dimension.
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Figure 1. Illustration of dimensions

Subjects of Evaluation: Performance improvement interventions can be applied to individuals, groups or
organizations (Brethower, 1999). Furthermore, these interventions may have an effect on external environments
(Molenda et al., 1996; Watkins, Foshay, & Kaufman, 1998). Therefore, five subjects of evaluation are purposed,
individual, group, organization, industry and society.

Evaluation outcomes: Evaluation outcomes of an intervention are basically Kirkpatrick’s framework
modified as; reaction, internalization, performance and impact. The names have been modified in order to better
generalize to other interventions.

Reaction refers Kirkpatrick’s reaction level and provides feedback for further improvement in the
intervention, e.g., reactions to a training program are feedback for further improvements (Lee & Pershing, 2002).
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Internalization refers to the acceptance or acquisition of intervention. Evaluating internalization is intended
to determine if the intended intervention is absorbed by the subject, if the subject is willing or able to perform with
the intervention and if the intervention is effective.

Performance refers to performance under the effects of the intervention. The aim of PT is to improve
performance. Since behavior is training specific term, it is replaced with the term performance to embrace all
interventions for all subjects.

Impact refers to accomplishments of performance. Impact can be different for each subject. Kirkpatrick
(1998) referred to results as tangible improvements in the characteristics of organizations such as reduced turnover,
absenteeism and scrap, and increased profit and costumer satisfaction. The term “impact” refers to results at the
individual, group and organizational level. Watkins et al. (1998) added one more level to Kirkpatrick’s framework,
societal contribution. In this model, impact outcome at the social level refers to Watkins et al. (1998) societal
contributions of intervention.

Variables/Interventions elements: The third dimension of the model is Variables/Interventions elements,
which affect the occurrence of each evaluation outcome to some degree. Wile (1996) proposed seven elements for
performance to occur, organizational systems, incentives, cognitive support, tools, physical environment, skills
knowledge and inherent ability. This taxonomy provides a complete list of outcome elements for reaction,
internalization and performance evaluation outcomes. Holton (1996) included external to organization events
variable in his model to show the effects of external forces. In this model, in order to include the influences external
to the organization, external economics and governmental elements are added. Variables/Interventions can have two
roles, first, they are the components of each evaluation outcome and, second, if they are modified to improve the
performance, they become interventions whose effectiveness is evaluated.

Systems

The second part of the model is systems. Systems thinking is a discipline dedicated to seeing the whole, its
elements and the interrelations between them (Senge, 1990). Organizations are systems and when performance
technologists implement an intervention, this intervention has interactions with the existing elements of the
organizational systems (Brathower, 1999). Systems thinking can help a performance technologist to see the
complexities in organizations and the effects of their intervention (Sleezer et al., 1999). Basic system elements are
inputs, outputs, process, feedback and environment (Hutchins, 1996).

Inputs are Variables/Interventions elements that are listed above.

Process consists of the subject of the evaluation; individual, group, organization, industry or society.

Outcomes are measured evaluation outcomes; reaction, internalization, performance and impact.

Surrounding environment is the environment in which the system exists. In the model the surrounding
environment for individual is the group. For group, the surrounding environment is the organization and so on.

Feedback is any effect that outcomes produce and feed back to the inputs. Depending on the intervention,
feedback could be motivation.

By selecting the elements in dimensions model, appropriate evaluation systems are to be set up.

Application of the Model
Selecting outcomes to be evaluated
As the literature shows, not all levels of Kirkpatrick’s framework, especially level 3 and level 4 are
practiced. Reasons for this situation vary from organization to organization. A decision matrix for the objectives of
the evaluation should be set up to selects appropriate outcomes to be evaluated. The items in the following table are
an integration of the criteria that practitioners use when designing an evaluation (Geber, 1995; Twitchel et al., 2000;
Moller and Mallin, 1996; Dye, 2001).

Table 1. Decision matrix for obtaining evaluation outcomes
Levels of evaluation outcomes

Reaction Internalization | Performance | Impact

Alignment with purposes of evaluation
in the organization

Decision makers’ interest
Stakeholders’ interest

Cost of intervention

inina

b

Criteria for
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Number or people affected by the
intervention

Expected impact of intervention
Expected cost of evaluation

Access to data

Required competency/skills to obtain
outcome

Climate toward evaluation

Decision

After deciding on the evaluation outcome, a practitioner needs to consider hierarchical order of outcomes
which suggests evaluation outcome of one level is affected by the preceding level. For example if the criteria above
suggest that the intervention should be evaluated at the performance level, reaction and internalization evaluation
outcomes should also be obtained. When a training intervention is implemented, the connection between
internalization, as learning in a training situation, and performance seems clear and logical, because if a person does
not perform, it is possible that the person lacks skills and knowledge as well as other variables. To insure that the
person has the skills and knowledge to perform, internalization outcomes should be obtained.

Selecting elements

After deciding to what extent an intervention is to be evaluated, using the presented three-dimensional
matrix (Figure 1), practitioners can choose elements of the system. Using their best judgment, practitioners choose
relevant elements from each axis of the matrix, since each situation has its unique features. For instance, while
conducting an evaluation of a job aid at individual level, it may or may not be helpful to consider external
economics and governmental factors for reaction outcomes.

Setting up the evaluation systems

In order to determine the variables/interventions that effect evaluation outcomes for each subject and their
interactions, the evaluation systems involved need to be made explicit. Systems are diagrammed with elements
selected from the three-dimension matrix. One important point here is that each evaluation outcome should become
one of the inputs of the following level, because the evaluation outcome of preceding level is necessary for the
purpose of insuring that the intended objectives of the intervention were achieved. For example, in a job aid
intervention case, if an employee did not internalize the benefits and use of a job aid, trying to obtain only
performance evaluation outcomes with this employee would cast doubt on the success of intervention.

Identifying data to be collected and developing instruments

After determining evaluation outcomes, subject of evaluation and variables, next step is to identify data to
collect for each evaluation outcome. Three dimensions of the model, subjects, intervention and evaluation outcome,
determine the criteria about the data to be collected. From intervention to intervention and from organization to
organization the nature of evaluation outcome data can change. The dimensions in the model yield 180 (9x5x4)
different cells and situations, and it would be impossible to explain each of them here. Again practitioners need to
use their best judgment to decide what data to collect, but here are some general guidelines:

Define evaluation outcomes operationally: Evaluation outcomes need to be defined operationally. Although
each evaluation outcome has been defined previously at the beginning of this section, practitioners need to answer
the question of what constitutes the evaluation outcome while considering the intervention and the subject of
evaluation. For example, when evaluating the internalization of a process improvement for the individual, a
practitioner needs to answer the question of what indicators constitute the acceptance and understanding of the new
process for the individual. An approach to this question would be to determine the awareness of the employee and
his/her knowledge about the process.

Identify primary elements for the evaluation outcome: Primary elements have direct and immediate
interactions on an intervention with subjects at an evaluation level. For example, the instructor and material for a
training intervention can be primary elements of the reaction outcome for an individual or group.

Identify secondary elements for the evaluation outcome: Secondary elements have indirect and non-
continuous interactions on an intervention with subjects. Examples would be External economics or the
governmental variable for training intervention at learning level.

After identifying the relevant data with the help of the three-dimension model and the evaluation systems,
instruments can be developed.
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Measurement activities

Measurement or data collection activities are an important part of this model, they provide the data to make
judgments about worth of an intervention or attempts at further improvements. Two points can be considered. First,
several data collection methods can be employed such as surveys, interviews and observations. Second, generally,
evaluating the effectiveness of an intervention process means comparing the evaluation outcomes of presence and
absence of the intervention, to this end, two types of measurement activities can take place; pre and post intervention
measurement, or utilizing a control group (Harris, 1998). These two points help increase the effectiveness of the
evaluation process.

Limitations and Further Application Recommendations

The model presented in this paper provides guidelines to evaluate the effectiveness of performance
interventions by synthesizing from two sets of criteria for an ideal evaluation model for PT. One limitation of the
model is that it only provides guidelines for selecting evaluation methods and setting up the forces for each
evaluation outcome. It does not provide specific methods or ready-to-use procedures. The model relies on
practitioners to set up the evaluation systems for evaluation. This is one disadvantage of providing a great degree of
freedom to practitioners and attempting to encompass a wide range of interventions.

In order to increase the effectiveness of this evaluation model, two recommendations can be considered.
First, as mentioned earlier, the applications of Kirkpatrick’s framework showed that managerial support and creating
a trust environment in the organizations are crucial for obtaining behavior or performance evaluation outcomes
(Harrell, 2001). In order to successfully conduct performance and impact evaluations, managers should be educated
about the importance of evaluation activities at the performance and impact level (Riley et al., 2002). Second,
institutionalization of the evaluation process is an important step to increase effectiveness of evaluation (Smith &
Brandenburg, 1991). Continuous measurement activities, especially for performance and impact evaluation
outcomes, can serve as indicators of the subjects’ situations before and after implementation of performance
improvement interventions. Measuring all the variables continuously in the proposed model can indicate the
effectiveness of an intervention when it needs to be evaluated.

Conclusions

The focus of PT is to improve individuals’ and organizations’ performance through implementing
interventions drawn from multiple disciplines. After the implementation of a performance improvement
intervention, it is necessary to answer three basic questions; did the intended outcome occur, is the intervention
worth continuing, and how can the intervention be improved. This is why an evaluation process should be
conducted. Kirkpatrick’s four-level evaluation framework is the dominant model in the corporate world for
evaluating training and non-training interventions. Although simplicity and practicality are the advantages of the
framework, its inadequacy for addressing several performance improvement interventions and its inability to
consider organizations as systems are signs of a need for a new evaluation model for PT.

The Dimensions and Systems model presented in this paper can be an alternative for Kirkpatrick’s
framework to evaluate performance improvement interventions. The Dimensions and Systems is an attempt to
provide simple and applicable, yet adequate, model for practitioners to evaluate effectiveness of PT interventions in
their organizations.
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Conversation As Inquiry: A Conversation With Instructional Designers

The missions, goals, and practices of instructional designers are defined by organizational and cultural
frames. What are these frames? What images fill these frames and who is involved in creating them? If one frame
replaces another, how does the focus change? Over the past three years we have been exploring this idea of “frames’
as a problem of practice for instructional designers who work in institutions of higher education (HE). We believe
that instructional designers create meaningful images within frames that reflect constantly interacting personal,
professional, institutional, and social visions and goals. These frames are described and mediated through a series of
conversations — with our personal and professional histories, our discipline, our colleagues, our clients, our
institutional and cultural contexts and, most importantly, our own values. We believe that there is a reciprocal
relationship between design and conversation: conversation is design, and design emerges through conversation.
Since we live our personal/professional lives in a series of conversations, we believe that a series of constant
collaborative conversations with designers is a reasonable approach to inquiry. At the same time we know that
conversation is not always deliberate, nor do instructional designers always reflect deeply on conversations they
have. Therefore, it was an intention of our research to have conversations with designers that are deliberate and that
encourage deep reflection about their purpose and practice, and ours!

Through their work with others instructional designers engage in a process of professional and personal
transformation that has the potential to transform the HE institution, particularly through faculty client relationships.
Borrowing from disciplines as diverse as sociology and cognitive science we maintain that learning involves shared
thinking or understanding, and is most effective if it is embedded in social experience and situated in authentic
problem-solving contexts (cf. Glaser, 1991; Jonassen, Dyer, Peters, Robinson, Harvey, King, & Loughner 1997,
Rogoff, 1990). Instructional design, rarely played out in social isolation, may be a form of cultural learning or
collaborative learning for all those engaged in the interaction. Exploiting the metaphor of instructional design as
conversation has implications for both personal and social action. Understanding this process through conversation
has implications for both professional and methodological change in our field.

In this paper we explore four main themes—reflexivity, voice, strong subjectivity, and power/authority—
that are woven together by the idea of moral action. We look at each theme twice— once from a methodological
view or frame (i.e., conversation as inquiry), and again from a practice-based frame (i.e., instructional design as
conversation). This is one of a series of completed (cf. Campbell, Schwier & Kenny, 2005; Kenny, Schwier, Zhang
& Campbell, 2005; Schwier, Campbell & Kenny, 2004) and developing papers that will explore identity, social
action and community and challenge the so-called “grand narratives” of instructional design.

]

The Research Study
The stories shared in this paper were drawn from a three-year (2002-2005) study, funded by the Social
Sciences and Humanities Research Council of Canada, involving six Canadian universities and smaller HE
institutions. The participating institutions have an administrative and/or academic unit whose mandate is to support
faculty developing technology-enhanced, blended, or online learning environments.

Methodology

We elicited participation through a range of strategies including personal email invitations, advertisements
on listservs and blogs, personal contacts at professional meetings, membership lists from professional associations
and visits to graduate classes. Sources of data include research conversations with instructional designers, email
correspondence, and group meetings and/or focus groups.
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The narrative study is constructed as a series of collaborative conversations. They refer to designers’ lives
as learners and their memberships in social and professional communities, their career choices, their core values
about the purposes of education and of design, and their design practices, dilemmas and relationships.

The Rationale

We believe that narrative inquiry and the “storying” of experience are socially and contextually situated
interpretive practices. We start from personal stories because “personal knowledge has a practical function...as a
source for deliberation, intuitive decisions, daily action and moral wisdom” (Conle, 2000, p. 51). That is, a deep
understanding of instructional design practice is most accessible to us in the forms in which designers actually do
design. Through a series of socially-referenced, scaffolded conversations participants reveal how and why they
design as they do, and how we can use that understanding to prepare and support designers to practice in the most
agentic, authentic, and profound ways. For the instructional designers involved in this study, telling stories of
practice requires a personal critical, reflective engagement with the potential to change or transform their practice.
Thus the methodological approach for the study mirrors a social constructivist framework for instructional design
practice, which is one of social interaction and construction of meaning through conversation.

The conversations we included in this paper were selected from the data pool of 49 research conversations
(with 20 instructional designers) because these participants told stories that very directly reflect the practice
dimension of conversation. We chose these conversations because they clearly reflect the idea of the design
conversation and impressed us as effectively representing plausible, authentic, and compelling accounts that are both
believable and invitational.

Data Analysis

Two researchers independently coded each transcript of the conversations using Atlas Ti™ software; the
third completed a broader thematic analysis. That is, two researchers independently used a micro coding approach
while one examined the transcripts with a wider lens. As themes emerged, they were negotiated with the entire
research team and, where possible, shared with the participants. The themes were then used to construct networks of
meaning. This reflexive process is intended to further engage participants in identifying issues related to
instructional design by bringing the personal and community problems of practice into self-awareness. In this way,
narrative inquiry involves the “politics of identity construction and ongoing identity maintenance”, where the lived
experiences of instructional designers can “be used as the sites wherein and whereby we interrogate the social world
theoretically and critically” (Goodson, 1995, 4).

Conversation As Inquiry: An Alternate Frame

It is generally accepted that ID practice was originally based on the behaviorist learning theories of Skinner
and Thorndike, among others (Saettler, 1992), and that instructional design was based on the empiric assumption
that behavior is predictable, and that educational design can occur in isolation from the contexts in which learning
will take place (Koper, 2000, 8). As a result, the language of design has reflected a systematic approach based on
social engineering and reflecting the values of efficiency and effectiveness (cf. Merrill & ID, Research Group, 1996;
Dick, Carey & Carey, 2005). These are supposedly value-free ways of shaping and representing knowledge based on
the assumption that educational technologies and environments are neutral and democratic and that knowledge can
be codified and presented in templates or blueprints that describe reality. Designers, programmers, and media
developers emerging from this “scientific” field have learned models that value objective, rational, instrumental, and
empirical approaches (e.g., Braden, 1996). Critical theorists have described the products and environments they
produce and deliver as too often prescriptive, restrictive, and reductionist, due in no small way to the culture they
have acquired by their training (c.f. Garrison, 1993; Vrasidas, 2001).

Research about instructional design has, until very recently, also reflected an objective, rational approach.
The behavioral science-based approach, in particular, began to have an increasing impact on the field in the 1970’s
as researchers sought a design science “as developed by experts in the areas of psychology, anthropology, sociology,
learning, group processes...communications, cybernetics, perception, psychometrics, human factor engineering,
branches of economics such as personnel utilization, and computerized systems” (Saettler, 1990, 12). The cognitive
approach to inquiry emerged from the behavioral science approach and endeavored to understand a learner’s internal
cognitive processes, such as thinking, organizing and remembering, and activating the appropriate learning
strategies during the instructional process. This approach considered media attributes, learner strategy
implementation, and task analysis (Saettler, 1990). The search for a design science engendered hundreds of studies
of experimental design examining learning conditions and outcomes, many of which revealed “no significant
difference” (c.f. Hannafin & McDermott, 1995; Russell, 1999). In all these approaches the instructional designer’s
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scope was restricted to systematically choosing and applying the design model likely to yield the most effective
instruction. The design-science vision has underpinned its dominant cognitive science culture for many decades and
eliminates the messy process of problem solving where non-systematic human thoughts and emotions are involved
(c.f. Willis, 1998).

But, there is a cultural shift in ID, framed by social constructivists for whom is constructed in communities
of practice through social interactions. Cobb (1996) argues that knowledge is not held objectively, but is unique,
wholly subjective, and passed on by establishing common ground between the knower and the learner. That is,
“instruction and instructional technology are human inventions that spring from human values and human designs.
They are value-saturated and operate in the social world...social inventions... are never value-free or value-neutral.
They resonate with the values of their human creators, who themselves are situated in a particular culture in a
specific time and place” (Johnsen & Taylor, 1995, 94). After Connelly and Clandinin (1990) we see instructional
design practice in an alternative way: knowledge is embodied within individuals in a relationship, for example
faculty clients/collaborators and instructional designers, who together interpret their experiences through personally
and socially constructed visual and verbal forms, whether that be language, pictures, or actions.

Since design decisions are often experiential, intuitive, aesthetic, and phenomenological, related
instructional design research should reflect critical paradigms that “provide a mode of inquiry which can provide
insight and information which goes beyond the possibilities of scientific inquiry...(into) the realm of art” (Hlynka &
Belland, 1991, 9). Here we make a case for narrative as a form of critical inquiry in instructional design practice.
The unstructured interview design, or collaborative conversations, captures the participants’ own constructions of
experience, families and social cultures: seminal personal and professional encounters; moral and ethical beliefs and
dilemmas; development and understanding of their work as instructional designers, and how their knowledge is
embodied in their relational practice with faculty. We explore four main ideas as methodological issues: reflexivity,
voice, strong subjectivity, and power/authority.

Theme 1: Reflexivity

These designers told us that they design by asking faculty to tell stories about their teaching, and reflecting
these stories back through the learning design. Storytelling recounts personal action and reflects learning for both
faculty and designer. In a design conversation, both designer and faculty are critically aware of how each other’s
role affects the telling and challenges the other’s construction of the story. What emerges is a socially transformative
story of the design process (Campbell, 1994). The narrative conversation is a fundamental activity of mind,
involving an intentional reflective activity (Lyons & Kubler LaBoskey, 2002). As we talk to the designers about
their past projects the temporal distance requires a cognitive and emotional reconstruction of the experience. In its
collaborative form the conversation becomes an opportunity for growth for both designer, who has new knowledge
to use, and us (who are also instructional designers), whose new appreciation for the design process is reflected in
both refined methods/better questions and enhanced personal design practice.

Theme 2: Voice

As a conversation-based practice, instructional design is plurivocal. In the conversation, clients and
designers and researchers share space and moral authority in the acts of listening, taking turns, attenuating; acting in
each other’s stories. The story is “a statement of belief, of morality, it speaks about values” (Goodson, 1995, 12).
Storying experience establishes complex interrelationships, is social and political and assumes equity. In the end no
one owns the story, because the research story would not exist without its telling and its hearing; its resonance and
dissonance with the listener’s experiences (Gudmundsdottir, 1998). As researchers, we can interrogate design
practice through active social participation in the conversation, because storying the design experience requires
conscious knowledge and understanding of action (Lyons & Kubler LaBoskey, 2002).

Accountability to the storyteller and the story becomes both an ethical and a methodological, or
interpretive, issue in this research. Even though we intend the conversations to be collaborative and equitable, by
recounting the conversation we have also co-opted it. For example, in a conversation there are silences, facial
expressions, vocalizations; certain stories become unavailable. If we listen to the original tape during the transcript
analysis we may be aware of these “meaning units” but may choose not to include them. If we were not present
during the conversation and are working with transcripts only, we might not realize that an extended silence
occurred because the designer might have been struggling to gain control of his emotions. In one transcript, our
transcriber inserted comments like “laughs nervously” and “sighs heavily”, which was only her interpretation of the
emotional context of the conversation. Another transcriber did not insert any affective or descriptive markers in the
transcripts. Listening to the tape from an earlier conversation one researcher realized that she was talking more than
the designer, an indication of unequal voice. However, “mutuality” is another way to interpret this interaction: the
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stories were so resonant that the conversation reflected deep connections in parallel finished thoughts and shared
cultural memories.

Theme 3: Strong Subjectivity

As instructional design is a social project, so too is understanding the process, an act with moral and
political undertones. Moral in that the design conversation reflects values and beliefs that guide practice, and
political in that practice at least implies the possibility for social action in the institution. As designer-researchers we
are agents of change, because we can retell design stories in ways that challenge the dominant research culture of
instructional technology, or dominant practices in HE. Our shared experiences with designers, rather than our
differences, makes us activists, because we have chosen issues close to our own hearts and feel responsible to
represent this social process. In essence this is why the research conversation, like the design conversation, is a
moral rather than a technical act (Herda, 1999).

As instructional technology has been concerned by a reproducible product in practice alternative research
frames have been held up to the “quality measures” common to the positivist requirement for “truth claims”, that is,
reliability, validity, generalizability; the rigor associated with an “objective” research design. But narrative inquiry,
in which conversation is both method and data, is more critically concerned with ethical conduct, voice, reflexivity,
and resonance. The researcher brings his or her “cultural self” as a set of resources for the relational work of
narrative. Utilizing oneself as an interpretive resource is critical to understanding how the research process is
unfolding and how meaning is made in conversation. In other words, identifying the interviewer as a designer-
researcher permits us to use the commonly understood language of design. A shared language enables us to “create
and acknowledge meaning as we engage in discourse and fulfill social obligations...(that) are characterized as moral
activities” (Herda, 1999, 24). We become part of the past and the future as “temporal and social, cultural horizons
are set and reset” (Connelly & Clandinin, 1990, 5) through the conversation; our stories are merged with those of
our participants and emerge as scripts for further practice or action. The quality measure here is the moral obligation
we share as designer-researchers with designers to “tell it the way we now understand it”, rather than as “the way it
was”. This strong subjectivity requires that we investigate rather than deny our relationship with our conversation
partners and to explicitly, consciously and critically examine and respond to the interpersonal dynamics. The
relationship between us pervades every aspect of the process, determining the quality and quantity of the
information gathered (Cole, 1991). A reciprocal relationship is enhanced by the collaborative sharing of personal
experience as a component of trust, rather than an effort to maintain an objective distance during conversations
about experiences we all share.

Theme 4: Power and authority

Empowerment is a goal of conversation-as-inquiry, which is political in the same way as this project,
having a different purpose from historical and traditional forms of educational technology research. is political. The
historical purpose of the latter has been to gain knowledge for the power to define “evidence-based” instructional
design models and control over the ways that designers are supposed to practice. The stories we are hearing and
retelling are potentially subversive and disruptive, because they encourage us to see the design world and understand
our own design practice in new and different ways. They become counter-narratives of instructional design.
(Elbaz-Luwisch, 1997; Kanno, 1997; McEwan, 1997).

The relationships that designers build with their clients often reflect their “ethic of care” for vulnerable
faculty dealing with the cultural expectations of HE institutions (Noddings, 1991; Schon, 1987), and at the same
time with the issue of class membership in that same hierarchical culture. We have heard stories of struggle for
identity and credibility that resonate with our own experiences as designers, and as qualitative researchers in this
field (Schwier, Campbell & Kenny, 2004). However, it came as a surprise that our designers sometimes felt the
same inequity in power and authority with us. This raises questions about power and authority within a research
relationship which is defined as collegial by the researcher, who is also a designer, and the participant, who feels
uneasy about fully disclosing conflicts, mistakes; times of doubt in her practice. This sort of dilemma highlights the
differences in epistemology and purpose between objective (traditional experimental design) and emancipatory
(narrative) forms of research. Shotter and Logan (1988) suggest that the former leads to a “decontexted kind of
theoretical knowledge...expressed in a hierarchically arranged, closed system of binary oppositions...concerned
with...a unity of vision and thought...everything in its proper place and all conflict eradicated, once and for all”
(75). Emancipatory forms contextualized by relationship, on the other hand, make space for a “plurality of
otherwise conflicting voices” (75).

It doesn’t surprise us that designers struggle with identity and agency in a culture that privileges individual,
monological knowledge held in an authoritative closed hierarchy (HE), and in a research culture that is dominated
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by the “discovery of yet more techniques of control, use, appropriation...” (Shotter & Logan, 1988, 75). The current
project positions us as members of the design and the research communities with a particular vision: as designer-
researchers we can challenge the power dynamics in educational technology research, we can democratize the
structures that specify the sphere of the designers’ professional action by clearing space for their authentic stories.
Practice is contingent on social context and what we learn about practice from these conversations is likewise of
practical and contingent use in professional development, graduate study, and research contexts. Capturing the idea
of designer-researcher agency Herda (1999) proposes that by grounding the notion of action in moral decisions, and
changing our idea and understanding of professional identity “we change our actions as researchers within the
broader professional community so that our findings may take on a significance in our own lives and in the lives of
our participants” (91).

Instructional Design As Conversation
In the second part of this paper we explore critical questions about the conversation-based, social practice
world of the instructional designer through the four integrating ideas of reflexivity, voice, strong subjectivity, and
authority. These ideas are articulated through the pseudonymous voices of three designers, Steve, Yan, and Maria.

Steve and Wilhelm: Conceptual Constraints and Reciprocity

Steve came to as an intern from a graduate program that was significantly project-based; the university was
ideally situated to attract clients from the corporate sector. Graduate students learned the “evidence-based” models
(Steve talks a lot about ADDIE) and became skilled at experimental research design. Steve was attracted to the
internship placement because the hosting development centre at another university had just been established as a
centrally supported unit. He was pleased to be able to contribute to “building processes internally...so a lot of the
design work was actually experiential.” The centre’s approach of working with faculty in a professional
development model encouraged him to work intensively with faculty based on their personal connection with each
other. That is, the centre emphasized faculty learning over more technical, course production goals. His design
practice involved a long phase of informal conversations followed by another phase of formal, team-oriented design
meetings. Steve felt that faculty learning happened in the first phase, where in the second phase design decisions
were consolidated and implemented by a more technical/production group.

Steve talked retrospectively about one project in particular that had the most influence on his growth as a
designer. Wilhelm, the faculty client, was an internationally renowned teacher/philosopher, who was initially very
skeptical about the support that a virtual environment could provide. A pragmatist, Steve had his own doubts about
the nature of hermeneutic inquiry, admitting that he is “more empirically minded so a lot of what he would talk
about I couldn’t buy.” However, these tensions helped the design conversation evolve as each struggled to
understand the knowledge base and values of the other.

As Wilhelm described his instructional approach, Steve visualized “lessons that would just sort of
unfold...they are not designed, they are not planned, they unfold and that is part of that whole (hermeneutic)
philosophy...allowing that to happen.” Accepting that this was a viable model challenged Steve’s beliefs about a
designed learning environment. Wilhelm’s teaching was conversation-based, reflecting his deep curiosity about how
individuals live in and understand their world. Steve remembers that “there was always this conversation about
‘Well, how do you interact with the students?’ and he would describe things that he did in the classroom.”
Wilhelm’s instructional goals were embedded in his experiences of and beliefs about living actively in the social
world, and his responsibility as a teacher to represent that kind of relationship with life phenomena.

We were also talking about how we could...really to allow it so it wouldn’t need to be managed (by
Wilhelm)...we came up with a number of activities including things where students would...be given
pictures and then they would quickly...respond to the pictures with their feelings or with their thoughts or
whatever the picture evoked... they would go through a number of these and they would be randomly pulled
out of the database and then they would go through them again but with other people’s comments attached
and then they would make comments and then (Wilhelm) would use these...to talk about...different things
about the experience...

The resulting design, an interactive concept map, is one outcome of a process in which Steve struggled to
understand a way of looking at the world so that he could help Wilhelm faithfully represent online the dialogic
nature of phenomenology. But while at times the design conversation was “over my head” there was also a “deeply
cultural reason” for liking and personally committing to Wilhelm.

my background is German...(his) accent always reminds me of members of my family...and one of my

favorite high school teachers was actually a student of (his). He did his Masters with Wilhelm.... I
remember...this teacher talked about Wilhelm...and then his son was my best friend in high school...
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(Wilhelm) always reminds me of that teacher...because my teacher was like Wilhelm... There’s this certain

way of looking at things.

We picked up on the notion that a shared cultural heritage opened up a space for Steve and Wilhelm to
work in harmony, although Wilhelm’s project caused some cognitive dissonance for both. Steve responded that his
doubts actually allowed him to ask the questions that encouraged Wilhelm to interrogate his own assumptions,
and..."start breaking things down...pieces and examining assumptions and helping me to help them understand
where the learning problems are gonna occur.”

We see through this exchange that the agency relationship is reflexive; both participants influence the
cognitive processes of the other and as a result both change. Certainly the amount of reciprocity between a designer
and client is defined by the relationship and the institutional context within which their relationship operates. For
example, an institution that emphasizes a hierarchical relationship between faculty and designers introduces power
and authority to the conversations. Reflexivity can introduce dissonance to the conversations, and the resolution of
that dissonance can result in designs that are marked by nuance and depth. The relationship is moral because it leads
to positive action. The design does not even have to come to fruition; it’s the process, the conversation, and the
relationship that is important. Steve acknowledges his personal and institutional agency in faculty clients’ changed
perspectives.

People (that) would come back afterwards and say, “I'm teaching differently now. Because of our

interaction I'm teaching differently” and that would be like an epiphany, right? Even Dr. Stone...(whose)

project never got off the ground, he would come back and we would talk about other things...we would talk
about the problems he was having, we would talk about ways that he could address them, and afterwards
him saying, you know, “I’'m changing the way that I'm looking at these instructional problems for my
classroom.”

Yan and Design as Activism

Yan is typical of many in this study who “cut their design teeth” in settings other than universities, and
before obtaining formal graduate education in the field. We have observed that these designers tend to bring both a
pragmatic and a political sensibility to their practice at universities. For example, Yan and Maria, the designers in
the next two stories, understand the practice of instructional design as a way to embody their goals of accessibility
and inclusion. Yan refers to her background as lower middle-class, giving her an interpretive lens in the 80’s and
90’s as she worked in various community service settings with “the disenfranchised”.

It seems to me that...there’s kind of a political landscape that has allowed...people who are

disenfranchised or just disadvantaged in some way, to be pushed even further down in terms of their

own...opportunities.... That has been...a consciousness that has evolved for me in the past twenty years.

Aware of the lack of social engagement of some faculty, Yan talks about teaching and design as political
acts whose purpose is to improve the kinds of learning opportunities that will lead to social justice. Soon after
obtaining an undergraduate education degree she took a full-time position as an ESL instructor in a community
college with a large student population of political refugees. Her colleagues “had a very radical orientation to
education, were quite active in a number of political movements,

awakening my awareness to larger issues because when you talk about teaching in that context, you re not

Jjust talking about content; you 're talking about a wider role, like what are issues of social justice?...it’s

quite interesting for me to come (to this university) and work with professors sometimes who are very

knowledgeable in their area, but...it’s hard for them to convey to their students what the significance of

that content is within the wider context of the world. So that’s an interesting situation for me...not as a

result of my formal education; it’s more my informal education through working with people who were

very, very committed educators...who really walked the talk of what they believed...who were very much
into people like Freire...

As a result of this powerful socialization to critical frameworks for education, Yan decided to pursue an
interdisciplinary Masters degree from both adult education and educational technology, hoping that learning
technologies would broaden access for the groups to whom she had been committed for two decades. Instead, in her
program she found a “micro-focus” on technical skills. When we talked about ways to have the sociopolitical impact
engendered by a more critical focus for instructional design she pointed to writing for the professional community—
she was working on a chapter for a book on technological and information literacy. Interested in equality (as)...a
value that I bring to the table” and seeing “nothing in there in terms of marginalized groups” she decided to
contribute a chapter on digital divide issues.

Yan’s practice as a designer is framed by a moral purpose, which she often disguises when working with
faculty with more instrumental goals. She describes one project in which, by having a series of conversations about
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her own experiences as a teacher of political refugees, she convinced a client to develop case studies framed by a
relevant social issue.
In a couple of different case studies...I tried to make (the family) lower middle class in terms of how they
talked...one of the characters decided to become a vegetarian and she announced at the dinner table that
she was an ovo-lacto-vegetarian and her father said, ‘What the hell is that?’ And the... instructor said,
‘That’s really funny. That’s exactly what my father would have said.’.... I kind of wanted to set the stage--
here’s a family that is struggling financially...the father loses a job.... The daughter is in university...and in
the very last story the daughter is visiting the food bank at the student union. So we have a whole case
study in terms of student hunger. We wanted to make the case studies relevant to student life and the fact
that there are probably people on campus who don’t have enough money for a balanced diet.
Yan identified this project as one where she felt her own social values were aligned with the goals of the faculty in
nutrition “because there’s a social science element to (their practice)...they’re trying to include things in their
introductory class-- like aboriginal health.... social issues are part of that mixture.... The people who work there
reflect that.” Because her sociopolitical values harmonized with those of these faculty clients she felt more effective,
her voice was heard and incorporated in the design; her instructional design practice embodied societal agency.
However, while at times Yan is able to work in moral, relational ways, when her clients focus on content
outside of the context of significant cultural political issues she wonders whether she has any impact on the socially
detached culture of the university. She looks back at her early career “dealing with people who...saw half their
family get killed, and now they’re in a new country, and they have to learn the language and...get a job...” She has
identified other ways to measure success that reflect her global social conscience, “so I have to measure success in a
different way... the instructor has acknowledged that there are more people in the class other than the keeners.. ..
And I really feel the few things...like the teachable moments (with faculty)... have been very worthwhile.”

Maria and Intellectual Wrestling

Maria feels that her instructional design career reflects her life, as part of being “constantly in process.” She
credits relationships with colleagues and faculty with being “extremely instrumental” in helping her define her goals
“flow(ing) towards what I think now is more authentically what I need to be doing.” Maria’s design approach is one
of strong subjectivity, referenced by her memories of learning, and of teaching in a college, seeing explicit
connections between her experiences, values and practice.

Maria told the story of a development project for a theology course. The instructor was untenured, newly
hired and still working on his dissertation. Maria had met him and connected on a deep level with him as she
respected that “religion...really gets to the heart of who a person is and how they interpret the world” and she was
interested in exploring how his spiritual lens would frame the design process. She found that he did not have a lot of
experience in the classroom and that he initially characterized the Internet as a “tool of war and social aggression.”

His own experience in the teaching process had been very lecture-oriented and his vocation as a priest is

very intellectually-oriented... in the first few meetings he came across as...quite skeptical about whether or

not a course of this nature could be taught.

Maria planned to “set up some cognitive dissonance” through a series of conversations. They met many
times, informally, to talk about the meaning of worship and the goal of religion in the schools. She attended a Mass.
She describes her agentic role in course development as facilitative, respecting the relationship and at the same time
requiring “a sort of intellectual wrestling. ... posing challenging questions about what it is they are doing, why they
are doing it; why they think that might work... perhaps creating enough discomfort about that, (so) that change can
happen.” Although the instructor was initially resistant to the idea of technology, and as a priest in a theological
college was cloaked in both institutional and moral authority. she didn’t feel resistance from him on a personal level.
She noted that “after several months...he was starting to integrate things that we had talked about even in his face-
to-face version of his class and that he was thinking about and wrestling with the way he was teaching, what that
meant...”

Maria explicitly resists the expectation for an optimal, reproducible, impersonal course design. If a client’s
“absolute insistence” on a particular approach is ill advised, she will still try to “somehow honor that piece and come
up with creative ways of making it happen that will be useful to learning.” Her ethic of care for the person involved
in the process “comes back to my original feeling that this course has to be a reflection of the person that is teaching
and has to be part of their personality, they have to buy into it.” Maria is purposeful in a reflexive design
conversation that values a more reciprocal, relational process, one in which both participants experience profound
growth. In this way she reflects back a passion through a sort of affective resonance.

... he said...that what he found in me was a great conversationalist and that we were able to talk through

lots of things.... he actually said he always felt very empowered to do this and that.... for both of us the

118



discussions were always enjoyable, were always an exchange...whatever the content (he) was trying to

address we would end up in conversation about that ... he was very forthcoming...there was a... kind of

mutual interest in terms of him being interested in what I was able to offer as an instructional designer and

my interest in his content and so there was always an exchange.

During the research conversation with Maria, we were invited to the course launch in the theological
college, which was framed by a formal ceremony of worship and celebration. The instructor talked very movingly
about his transformed teaching practices and his acceptance of the Internet as “an enabler of peace and community”.

Final Thoughts

At the beginning of this paper we framed instructional design as an active practice based on community,
practical reasoning, personal perspective, and semantic innovation-- involving memory and leading to action.
Exploiting the metaphor of instructional design as conversation has implications for both personal and social action.
Understanding this process through conversation has implications for both professional and methodological change
in our field, because the narrative conversation has moral, emotional, aesthetic and intellectual dimensions, and
design is all of these.

More than a decade ago, Murphy and Taylor (1993) described their experiences, as faculty members, in a
course development project. Their aim “in telling the tale is to show that the development of learning materials does
not take place according to the kinds of models that one typically comes across in most instructional design
textbooks.” Arguing that such models “restrict rather than foster the kinds of creative processes” necessary for
effective design, they referred to the emotional and intellectual complexity of design by describing the process of
“confusion, conflict, ambiguity, and uncertainty”(45).

The reality is that this “messiness” (c.f. Schon, 1987) should not be seen as a problem to be overcome, but
as a stimulating and creative environment in which relationships, rather than content, are at the center of the action.
Connelly and Clandinin (1990) refer to the central task of narrative as representing “people (that) are both living
their stories in an ongoing and experiential text and telling their stories in words as they reflect upon life and explain
themselves to others.” For us this is both the central task of instructional design and the power of narrative to reflect
that. The stories we’ve included here demonstrate the kinds of things we can learn when we use conversation as a
lens into our practice. An instructional design process in which faculty and designer work toward the “imagined
future” of the designed learning environment is a “matter of growth” that “involves retelling stories and attempts at
reliving stories” (4).

Narrative implies relationships with moral dimensions—trust, reciprocity, reflexivity, plurivocality--that
leads to critical reflection and has profound practice implications. Instructional designers in higher education
workplaces use narrative to assist faculty clients tell the instructional story; they have thousands of stories to share.
All we have to do is ask, and develop a mindset that values what we hear.
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Knowledge communities: a critique of current notions of “community”

Milton N. Campos
University of Montreal

Ecology of meanings: Communication and community.

The word “community”, as most people know, comes from the Latin communitas. Communitas means “being in
state of communion”. Etymologically, the origin of the word “community” carries the strong religious meaning of
“being connected with God”. It seems reasonable to state that this word, in the human and social sciences literature,
could be understood as related to the idea of “collective” (Levy, 1974) or “connected” intelligence (de Kerckhove,
1997). However, this “connectedness” is difficult to define because people can “connect” different: in a natural or
instituted way. As social beings, humans are dependent on each other and nothing can be achieved in isolation.
Following this line of thinking I could state that even when an individual is eating his / her breakfast alone, for
example, he / she is connected to all those who made this meal possible: the farmers who planted the cereals and
those who raised cows and chicken, the workers who did the harvest, milked the cows and collected the eggs, the
people who transported those products to the supermarkets as well as the employees who put them in the shelves and
sold them. This is, indeed, a community in the original sense: all those people are in a state of communion, are
connected (Dalai Lama, 1999). I call such a community “natural” because the person who eats the meal is not
necessarily communicating intentionally but is acting as a participant of a chain of causes and consequences
bounding people in the social fabric of life, in which communication is not being done only through an alphabetical
“language” but also through media of another nature. The most apparent media, in this case, are money or the
economy of food production and consumption, and the power attached to the public and private bureaucracy of the
organizations involved in the trade (Habermas, 1987). Different levels of actions are, thus, embedded in this process:
commercial (the logic of money exchanges and the power of organizations) as well as symbolic (the values attached
to the food). Therefore, this process happens in an ecological context — material and spiritual - of the dialectical
struggle for survival that confronts the social groups that make, transport, sell and consume (or better said,
“mediate”) eating objects. A concrete example of the above explained chain that links communities is hurricane
Katrina that wiped out the livelihoods of millions of people in Louisiana, Mississipi and Alabama (August, 2005).
The disruption of life as it was conceived by those people is related to the material lost of everything they had. This
conjuncture, as a result, damaged communities not only materially: their ways of communication became
increasingly violent and produced what the government called “lawlessness”, when most people living under those
conditions would just call “survival”. The supposedly lack of seriousness and responsibility from the part of a
Federal government that seems to have invested the material resources needed to face domestic catastrophes in Irak,
lacking the will of intervening right from the beginning in the “war” zone of the Mississipi delta, are some of the
interwoven material and spiritual aspects of a dynamic ecology of meanings.

In this paper, we propose the notion of ecology of meanings as a theoretical solution for integrating the psycho-
social processes of the human species studied by the social and human sciences into the larger ecology of nature in
order to explain, in another level, relationships between knowledge, learning, communication and technology. Every
ecological structure is composed of a number of systems opened to the environment, functioning dynamically and
permanently in the search for equilibrium. In the case of food production systems given above as example, this
search for equilibrium can be found in the provisional solutions given to problems by people, which go on changing
along the commercial chain (which product for which price under which mark to satisfy what market, etc.). In the
case of the survivors of hurricane Katrina search for equilibrium can be found in the numerous ways people tried to
survive (by evading the city when possible, by “looting” markets to get food and water, by crying their hopelessness
to the TV cameras, etc.), levels of government tried to respond (the mayor swearing at the federal government in a
late desperate cry aiming to get attention to the poor people dying on the streets of New Orleans, the president
asking for “patience” while recognizing that the help provided was not “acceptable” and defending his policies
telling the American people that the nation was sufficiently wealthy to “both” keep troops in Irak and helping the
victims of hurricane Katrina), and the resulting human and social adjustments being done to deal with the
complexities of such a disaster. These human ecologies of problem-solvers — one fictitious and another a terrible
reality — have both (1) logical components (the logic of the exchanges) that structure how the communication
process - organic needs, money, business, food markets or convoys, power, etc. — function (through which medium
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or media'), and (2) spiritual values that express cultural, religious and moral meanings concerning what each
context.

The “natural” actions of such communities (meaning spontaneous reactions to a chain of causes and
consequences) do not exclude, evidently, the intentionality of the individual actors or organizations in their problem
solving efforts. A farmer, for example, could decide to lower the price of a product which will soon rot and need
immediate commercialization. When the American government decided that it was reasonable to send help to the
victims of the 2005 tsunami in Indonesia in two days while deciding to take five days to do the same in Louisiana,
Mississipi and Alabama, it took an “institutional” action that was at the core of how communities “naturally” reacted
to the chain of causes and consequences triggered by the landing of hurricane Katrina in the American South. These
actions do not mean, necessarily, “awareness” of pertaining to a community.

Communities can also be instituted. People can participate in collectives such as churches, councils, clubs, etc,
“instituted” by the norms of organizations. In this regard, the advent of the Internet and its “searching” (intentional)
possibilities offers many examples on how individuals, groups and organizations intentionally “institute”
communities: from educational institutions that impose online activities as a part of the curriculum to individuals
that enable online groups through organizations (Yahoo, MSN, etc.) such as groups of adolescents playing online
games together from a distance or alcoholic people searching for the help of others in special websites offering
person-to-person and / or collective support. All these are indeed “instituted” communities, but of another kind.
When people decide to participate in those communities, the process is not “natural” but “institutionalized” because
the person who is acting is necessarily engaging in a previously given structure. Although one could argue that the
same happens with “natural” communities, putting forward the argument that when a citizen is bound to its
neighborhood as a result of a choice of living in it (and by definition any choice would not be “natural”), the fact is
that in any neighborhood we could find an organized set of norms to be necessarily followed as we found in a school
in which students should to this or that (including using communication technologies). Educational institutions
require through its hierarchy of power that a number of activities be compulsorily done in order to the school
authority have the institutionalized right to provide a school bulletin certifying that the student has effectively (for
example) communicated online and “learned”.

Acting and communicating cannot be separated (Piaget, 1977a; 1950; Habermas, 1987). Ecological organic-
symbolic systems such as the human ones can be more or less natural or more or less institutionalized, provided that
we do not find them in pure forms. The notion of ecology that we adopt integrates logical and meaning systems, and
cannot be naively understood as strictly empiricist or strictly informed by experience. Ecologies of meanings are on-
going processes that have embedded empirical facts integrated in logical reasons that have possibilities and find its
actualization through communication. In the examples cited above, physical and symbolic action can be considered
more “natural” because, to exist, those communities, by communicating, generate chains of causes and consequences
that bound people together in the social fabric more through their subjectivities (the phenomenological living
experience) than through institutionalized organizations. Conversely, physical and symbolic action can be
considered less “natural” when, to exist, communities, by communicating, generate chains of causes and
consequences that bound people together in the social fabric under the norms of institutions and the Law in general
(the constraints of the social world). Such norms and bylaws (as imposed expressions) are exercised (or not) through
personal “authority” or social codes that act as instances of communicative media such as “money” that activate
mechanisms of “social control”, “power exercise”, ‘“knowledge management”, etc., that subordinate language
communication (Habermas, 1987). As in the case of “institutionalized” communities, the meaning processes of
“natural” communities are triggered by dialectical contexts of social unbalance which strike individuals to fight for
equilibrium through communication. Ecologies of meanings stand for a theoretical proposal of how communication
unfolds in contextual unbalanced systems that integrate the phenomenological experience of living with the
constraints of the social world that could be structurally represented as logic of the exchanges carrying spiritual
values.

Networked conviviality: Participation, engagement and knowledge building
Dichotomizing “logic” and “values” that evolve through communication medium or media (as different as

money, power, speech and / or multimedia languages) is central for a ecology of meanings because it represents the
problem of cognitive structures vis-a-vis affective and moral values attached to communicational exchanges. Taking

" use the term “medium” to define one material and / or symbolic communication object that carries operatory quantities and
qualities of an ecological system (logical and meaning systems) , and “media” to material and / or symbolic integrated
communication objects.
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part of natural or institutionalized communities demands people to respond cognitively (meaning “logically”,
“reasonably”), affectively and morally to the social demands of collective and individual actions. These actions can
be ones of naturally being part of a network of people, or one of institutionalized participation. Natural or
institutionalized participation can, from the point of view of individuals is here called conviviality. Conviviality is
defined as the process through which communities infentionally evolve. Given that natural and institutionalized
participation cannot be found in pure forms but are mostly one or another, different /evels of intentionality can be
found, leading to a grater or lesser social involvement by the means of communication. Conviviality involves (1a)
participation and engagement, and (2a) knowledge building, which can be either of (A) lower, (B) regular or (C)
higher order levels.

The interrelated notions of (1) participation and engagement express the interests, needs and goals that are
involved in the communication exchange within a community. Participation and engagement obey a logic of
exchanges that dialectically evolves upon time. This operatory logic of exchanges is the mechanism through which
interwoven affective and moral values that express culture are communicated. It creates and / or re-creates
knowledge, which is the content of the logical operatory structure. This leads to the notion of (2) knowledge
construction as the co-elaboration of thinking objects such as ideas and opinions that might or might not be carried
through arguments. For example, when a hypothesis is formulated by someone (having or not subjacent the logical
operator “if-then”), a contestation by someone else can result (based on any other logical operator such as “no”,
“either-or”, if-then”, etc.). Complementarily, the content of knowledge construction is the affective and moral values
of argumentation that takes place in the communication process. When this process takes place in computer-
mediated environments, we call it one of “knowledge-building” (Scardamalia, 2002).

We argue that networked conviviality through (1net) participation and engagement and (2net) knowledge
building is a suitable notion for understanding the cognitive and the affective and moral values that are in computer-
mediated communication processes. These integrated notions allow the researcher to determine whether a
communication act is mostly done in contexts like those that Piaget call “egocentric” and Habermas “strategic”
(instrumental reason, teleological acting) or mostly in “collaborative” contexts in the sense given by Piagetian
“cooperation” (descentration) and Habermasian “inter-understanding”. This idea of collaboration as Piagetian
cooperation and Habermasian inter-understanding demands, necessarily, a logic of exchanges in which consensus is
searched with a view of providing reasonable answers able to validate ideas: “Interunderstanding stands for
communication with a view of a valid agreement.” (Habermas, 1987, page 396, original italics preserved, translated
by myself). (1) and (2) are applicable to any kind of communication, and (1net) and (2net) to networked
communication. The problem is only one of identifying the prevalent level of the exchange (A, B or C).

In this paper, we focus on the communication process of networked communities. In the case of communities
that are built on the Internet, the distinction between teleological and communicative action is particularly useful to
understanding interaction (through conferencing systems, chats, etc.) because communication, in these cases, occur
in “places” that can be recorded in textual and multimedia databases. Recording allows an empirical verification of
the reasons behind the statements made by people taking part of a communication exchange while the affective and
moral aspects can, at least, being identified”. These recordings are referred to as objects of knowledge (Popper, 1994;
Scardamalia, & Bereiter, 1994). Such objects of knowledge cannot be taken as the mediation itself, be through a
singular medium or plural media. The communicative actions through which society and culture come into existence
cannot be strictly confined to verbal language, as Vygotsky suggested, or to the idea of mediating object, as
proposed by his followers (Luria, Leontiev, Cole, & Engestrom). There are other circumstances of communicative
action that are, sometimes, apparently “languageless”, such as body language and its regulatory organic processes,
or the image dimension of cinema, television and multimedia. In addition, there are also “languages” related to
money and power as pointed out by Habermas (1987) that can be used as means to achieve goals. For instance,
money has a very clear and concrete (although abstract) language. How can it be that many people write and speak
very little and effectively communicate power, control and dominance upon others? Communicative circumstances
evolve as both organic and symbolic ever-changing places of knowledge objects (that can be physical and symbolic
“materials” such as cash as well as moral, cultural and spiritual values that emerge as thoughts) that are
operationalized along time in social life through communication. I call these physical and symbolic places

2 Our research, done in many different community contexts (educational, health, workplace, cultural, etc.) has shown that
affective and moral reasons for communicative behaviour can only be assessed through online discourse if “outspoken” (i.e.
clearly written) by the online community participant (Campos, 2004a; 2004b; 2004c; 2003; 2000; Campos, Laferricre, &
Harasim, 2001). Otherwise, the researcher can only suppose what those reasons are, and decide to use other methodological tools
to discover them (such as interviews).
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configurations of meanings (Campos, 1998)°. Configurations of meanings must be understood not only as logical
systems (the cognitive structures of intelligence) in which intelligences interconnect through communication (Levy,
1994; de Kerckhove, 1997) but also as the intertwined systems of meanings that define the phenomenological
circumstances of people’s lives, that are attached to those structures, and that evolve over time (idea of history) as a
result of ecological interaction. In the human experience language always implies many different “languages”, and
Vygotsky was simply wrong® in elevating verbal language as the human mediation artifact’.

The community mess

We tried to make apparent a number of distinctions in the previous sections for a reason. (1) First, following the
contribution of Habermas, I propose understanding community participation as more natural or more
institutionalized. . (2) Secondly, concerning genetic and cognitive psychology with regards to intentional processes,
I distinguish between the unintentional and intentional level of mostly natural or institutionalized networked
communities to propose a different approach for categorizing them. The risks of establishing such “levels” are
known: the discussions about consciousness are conflicting because this subject has not yet achieved any kind of
consensus among philosophers and cognitive scientists. One of the problems is the difficulty of integrating the
cognitivist view with the universe of values and the role of affectivity. However, our proposal of “levels” is
indicative and not static. (3) Thirdly, following genetic epistemology, we distinguish between the logical mechanism
of exchanges that operates moral (normative knowledge) and / or cultural (psycho-social historical knowledge)
values for didactic reasons though we know that they are complementary in the living process of human beings.
Genetic epistemology might not be “fashionable” nowadays but it is coherent, something that most contemporary
empiricist cognitive theories, applied to networked mediated communication, are not. (4) Finally, I distinguish
participation / engagement and knowledge building as complementary and co-implicative notions that allow us to
understand networked community processes epistemologically and pragmatically: their rationales should be
understood as evolutionary theoretical praxis®.

These four distinctions allows to unveil the precarious state of reflection about community processes that led to
the mainstream use of a sort of unofficial classification (that sounds as a professional categorization) to define
communities of “interest”, “learning” and of “practice”. These notions have been used in the context of the
increasing application of technology in human communication. The idea of community of interest has been around
for some time (Clodius, 1996; 1997) and has its origins in the early works of Rheingold about virtual communities.
Rheingold defines communities as “social aggregations that emerge from the Net when enough people carry on
those public discussions long enough, with sufficient human feeling, to form webs of personal relationships in
cyberspace” (2000, second edition, page XX). Clodius, referring to participants, adds “shared interests and self-
identification of belonging to a group” (1997). This sense of purpose - the “interest” — is at the core of the idea of
any state of communion. People gather together in communities on the base of common interests, developed
progressively in the communication process. The reader will soon realize that the other “definitions” of community
are just this.

The notion of learning community was introduced in education (and then spread out to other fields) and its
genesis can be hardly traced. It is certain, though, that its adoption by so-called “socio-constructivists” was a
reaction to a renewed effort to respond to traditional teaching processes based on the functionalist paradigm of
information transmission. Researchers and educators using this term have usually in sight the process of co-
development happening in the ZPD — zone of proximal development described by Vygostky (1979). The use of this

* In my doctoral thesis I used the term symbolic configuration. Configuration is a term than implies itself the idea of logical
structure. I am using now the predicate of meanings instead of symbolic because the first appears to be more in line with the
human phenomenological experience while the latter is, most of the times, arbitrary (ex: the American flag as a symbol).

4 Or, to be fair and grateful for his contribution to knowledge: “partially right”.

> I understand this idea as being in line with that of a new instance of communication of the collective intelligence in the
knowledge society that is being presently proposed by Pierre Levy, and that advances significantly the way people have been
thinking about communication. (Levy, P. Personal communication, Laboratory on Collective Intelligence, University of Ottawa,
27 October 2004).

%1 would like to remind the reader that praxis in Plato was bios theoreticos, or the praxis of the philosopher. When community
discussions are at stake, it is rather paradoxical to formulate that the core of their activity is practice given that the referents of
discourse (what is said, discussed, debated) are reasons, i.e. abstractions and not the objects themselves or their relationships.
7 The notion of ZPD was conceived to explain the leg between the child’s actual developmental level and the potential
developmental level that the child could achieve with the help of older children. It is fundamental to understand that Vygotsky
never used the idea of ZDP to refer to adulthood.
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notion led educators and researchers in the search for renewed pedagogies to focus on social rather than on
individual processes, to defend context-based approaches to education (situated learning) and reject universals. The
multiple “socio-constructivist” approaches developed after Vygotsky’s death add to the already vague model
proposed by him (and that became vaguer with the interference of other group members of the Moscow School in
his writings and the difficulty of validating the meaning of a number of notions presented in the translations done
thereafter). Although Vygotsky could not be described as a radical revolutionary, his interpretation of dialectical
materialism was not in opposition with main communist ideas of his time. However, it seems that his view has been
washed out from its subjacent revolutionary praxis, becoming just “situated”, reinforcing the typical a-criticism of
neo-behaviorist cognitivism®.

The notion of communities of practice resulted from one of the socio-constructivistic re-interpretations of
learning according to which it “is a process of participation in communities of practice, participation that is at first
legitimately peripheral but that increases gradually in engagement and complexity” (Lave, & Wenger, 1991). This
re-interpretation was further developed by Wenger to explain organizational processes and developed as a theory of
social learning. According to Wenger, communities of practice are “a locus of engagement in action, interpersonal
relations, shared knowledge, and negotiation of enterprises... (that are)...the key for real transformation — the kind
that has real effects on people’s lives” (1998, page 85). Such a generic definition is not at odds with that of
communities of interest and that of learning communities, which makes the distinction entirely meaningless.

It is important to discuss the notion of praxis in Wenger (whatever it is) because his theory became very well-
known and widespread used on the basis of an epistemological mess. The interest on this notion, according to him,
resides on the wish to present counterarguments to cognitive scientists that do not take into account as fully as he
would like, social practice as “the key to grasping the actual complexity of human thought as it takes place in real
life” (Wenger, 1998, footnote 6, page 281). Wenger discusses praxis very briefly by drawing from Marx to
Wittgenstein. He easily jumps from author to author without ever solving critically some serious epistemological
conflicts. He lists, among several others, Marx, Bourdieu, Engestrom, Habermas, Vygostky and Wittgestein, as
having influenced his theory. He also lists, concerning the “situatedness” of learning, phenomenologist and
empiricist authors alike without providing a serious critical theoretical integrative explanation. One example of this
mess comes from authors cited by Wenger: Cole and Engestrom. Although the subjacent notion of praxis used by
these so-called vygotskian socio-constructivists (Salomon, 1993) seems to be in line with the critique presented in
the first thesis about Feuerbach (text in which Marx states that the main default of materialist approaches is that they
do not take into account human activity as praxis; Marx, & Engels, 1982), the activity system theory proposed by
Cole and Engestrom, based on reinterpretations by followers of Vygotsky, has no revolutionary purpose whatsoever.

In his proposal of communities of practice, Wenger writes that they have “real effects on people’s lives” (1988,
page 85). It relies, surprisingly, on psychological effects and not on social effects, which seems not to be consistent
with the premise of his theory, which does not consider — at least implicitly — the possibility of any kind of strictly
individual learning. Although social contexts are always present, some kinds of learning are indeed ftotally
individual. For example: if a person learns how to ride a bike alone, although we could call the bicycle the “social”,
this learning is not social at all. Wenger also writes that communities of practice “hold the key to real
transformation” (1988, page 85). Given that “communities of practice” have been mostly implemented in
companies, this statement sounds not only pretentious but a lie. Any transformation washed out of practices able to
change structures of authority (power) within the capitalistic enterprise and the system that produces inequalities
among employees cannot carry such a name. Such a “transformation” does not promote real but cosmetic change, or
strategic change’. This theory is now being used by companies to keep themselves up and running while employees
build the illusion that they could matter as much as the CEO does, which is a practice of deceit. It would be naif to
believe in transformations carried out by “communities of practice”, which are just institutionalized endeavours in
which subjectivity is caged and inter-understanding is subordinated to instrumental goals. Admitedly, at a micro

8 1 must clearly state here that in spite of the general understanding that the Cognitive Sciences are in total opposition with
behaviourism due to the belief that mental processes can be scientifically studied, they adopt the experimental paradigm as their
main “objective” method of assessing thinking processes. I believe that a theory shows its real epistemology through its method
and not through its declaration of principle (which, in the case of the Cognitive Sciences, was one of proclaiming themselves as a
movement against behaviourism). Most socio-constructivists never rejected entirely Cognitive Science research methods,
integrating them with qualitative research, arriving to an unsustainable empiricist epistemological compromise between
“universal” and “situated” learning (Anderson, J. R., Reder, L. M. et Simon, H. A., 1996; Greeno, J. G., 1997; Anderson, J. R.,
Reder L. M. et Simon, H. A., 1997). Such a compromise is at odds with the Kantian-Hegelian philosophical tradition of dialectic
materialism, and therefore, most self-announced‘‘socio-constructivists” are just incoherent empiricists.

? Wenger, McDermott and Snyder (2002) have recently assumed that communities of practice are to be used strategically by the
organisation for their benefit but considering the “learning benefit” for the participants as essential for their existence.
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level small enterprises collectively ran and collectively owned could be less cynical in the integration of such tool.
Wenger’s notion of praxis is certainly not the same that of Cole and Engestrom and that of Vygotsky'®. It is not,
either, in line with the epistemological standings of authors as distant one from another as Wittgenstein and
Habermas (although the latter takes into account some considerations of the Philosophical Investigations in his
critique of functionalist reason)''. Wenger’s epistemological status is, in fact, unclear. Result: the notion of
community of practice as a social learning theory is untenable. It is not a theory because it has no method and a
flawed epistemological foundation.

Social scientists, differently from pedagogues, provided more consistent theories. One example is Habermas
theory of communicative action because it merges the phenomenological dimension of existence to the workings of
the social system through communication, evolving due to learning as understood by Piaget, taking critically into
consideration both achievements of the natural and the social sciences. The introductory discussion on communities
presented above reveals the difficulty to integrate such processes from a psychological and sociological perspective,
relating them to ontogeny and phylogeny. Summarizing: If people “learn” in communities of “interest” then this
community is also a learning one. If they establish a “practice” of negotiation of meanings then they are also a
community of practice (understood as bios theoreticos). If people involved in a learning community have
“interests”, then this should be considered a community of interest. If this “learning” community has “practices” of
engaging in common activities, then it is a community of practice that “learns” or a learning community that has a
“practice”. To be engaged in a common “practice”, people must have an “interest” as well, and then a community of
practice should also be named a community of interest. This mess leads anywhere. We want to provide here a
glimpse of a tentative integrative solution for this problem applicable to the traditions of both the social (sociology,
anthropology, political science and communication) and the human sciences (psychology and education) by trying to
build a communication theory based on Habermas and Piaget.

Knowledge as the distinctive character of communities

We propose categorizing communities from the point of view of knowledge, relying on the evolution of the
Kantian and Hegelian tradition that, in the social sciences led to the theory of communicative action (Habermas),
and in the human sciences led to epistemological constructivism (Piaget). I argue here that these traditions are the
result of specific scientific trajectories that have more in common than apparently one could suppose. By pointing to
this theoretical parallelism (already highlighted by Habermas concerning Piaget’s epistemology), we would like to
defend the thesis that it is through configurations of meanings that the mind, through its (multi-language)
communicative action, deals with its body, its phenomenological subjectivity, and the culturally anchored norms of
the social world. Human ecological systems are organic and mental, and fundamentally meaningful. On another
dimension, the symbolic processes of interaction among configurations of meanings communicated by different
minds (rational assimilation and accommodation of meanings leading to adaptation, i.e. conceptual change) are an
integrative but logically anterior part (or a moment) of the praxis of the human species. Reason structures passions
and reflections about moral behavior, and not the contrary'>. We argue that this understanding, foundation of
ecology of meanings as a theoretical proposition, can lead to acceptable arguments to treat culture and nature
altogether by the means of deepening our understanding on the unique communication found in the human
experience and the resulting forms of communities.

We proposed elsewhere (Campos, 2003) one taxonomy of knowledge networked communities that would
overwrite the notions of communities of interest, learning and of practice, in the context of an evolutionary ecology
of meanings. This taxonomy results from research and reflections about community experiences using methods such
as discourse analysis, ethnographic intervention, and clinical observation. Although this classification could be
applied to any kind of communication context, our focus here is on communication mediated by computer
technologies. We believe that this classification is a first development towards a theory in line with the integrative
revision of critical theory proposed by the Habermas of the theory of communicative action in which rationality is

' The model of behaviour, according to Vygostky is from the Stimulus to the Response (S—R), mediated by language (L). The
activity theory proposed by Leontiev replaced S by Subject and R by Object, linking both by a bidirectional arrow (S«<0)
mediated by MA: mediating artefact. This was the basis for Cole’s and Engestrom’s work. The serious epistemological (and
political) results of this change are obvious because the model proposed by Vygotsky has an implicative cause-consequence
leitmotiv (—) that could, according to Marxism, be interpreted differently.

1 Although the contributions of Wittgenstein, a logical positivist, to the study of language are extraordinary, one should ask how
his philosophical reflections on the empiricist basis of meanings could be in line with the critical view of the rationality of action
developed by Habermas.

21 fact, the inversion is seen as pathologies.
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studied through a renewed discourse analysis that goes beyond Austin’s and Searle’s empiricism, and that it is more
adequate to the study of communities than the notions of interest, learning and practice. We have been analyzing
discourse based on the Piagetian sociological proposal of the logic of exchanges that partially inspired Habermas in
his conceptualization of communication as a core instance of rationality'®, relating levels of participation and
engagement, and knowledge building. We identified three main epistemological-communicative levels of

progressive relationships that can be found in communities that we call “of knowledge”'*:

Co-presence

Co-presence is when people engage in contexts in which the actors’ intentionality is mainly egocentric or a
result of imposition or trade. The result is representations that are mainly individual, inter-personal relationships that
are established through interactions in the community that do not go beyond contact making (“hi there”), and
learning that does not go beyond assimilation. Learning is a complex process of adaptation that implies assimilation
and accommodation of concepts (Piaget, 1977b). In co-presence there are weak communicative meaning
configurations (because there are no or meaningless responses) able to produce the necessary friction to move
participants towards debate (argumentation), thought evolution, and search for inter-understanding. In such a
context, the level of communication characteristic of a community could be classified as low, given that the
exchanges do not trigger further reflection, leading to a valid accord among its members. The level of co-presence
characterizes what we could call the publishing mode. Communities of “interest” such as those built around most
discussion lists in which people just publish information and hyperlinks and “talk to themselves”, “learning”
communities such as those built around discussion forums used by professors to inform students about course
content in which no discussions are made and few comments are published without response, and communities of
“practice” in companies in which most messages are used just to draw the attention of others on a given subject,
could all be classified as having a lower level of knowledge building. Relationships in these publishing or
broadcasting communities are ones of co-presence and nothing else. They could, at the most, also be classified as a
teleological because instrumental reason (egocentric, strategic) is what is mostly at stake.

Cooperation

In a networked context of cooperationl5, intentionality is still mainly egocentric or a result of a context of
imposition or trade. However, the self-centered goals of the community actors are reached through activities that
engage more clearly the other participants. As a consequence of this interaction, the configurations of meanings that
impulse the community into the practice of discussing — as always is the case with our minds - have at times more
“individual” goals and at other times more “social” goals. However, intentions remain mainly personal and
egocentric, or instrumentalized to achieve the goal defined by the imposing authority or norms of the trade. In this
case, participants are not really interested in helping one another but to achieve set goals. Interpersonal relationships
are, thus, “cordial” but most of the times competitiveness is what is really at stake. Such kind of “social” learning,
built in cooperative situations is one in which the individual is still bound to more assimilatory than accommodative
processes, and if — and when — accommodation happens, the resulting conceptual change is not shared and cannot be
found in the discourse (it rests in the mind of the participating individual and hence can not be traced through
discourse analysis but only through other methods). Cooperation characterizes the collegial mode. Communities of
“interest” such as, for example, those in which participants search for information about an illness and get it from
other participants, “learning” communities such as those built around discussion lists used by professors in which
teams of students have to answer appropriately some questions about the course content to get points, and
communities of “practice” in organizations in which employees discuss the use of the most appropriate materials to
be used in a road, for example, could all be classified as having a medium level of knowledge building.
Relationships in such cooperative communities are collegial. They could also be classified as a teleological as well
because instrumental reason (egocentric, strategic) is what is mostly at stake.

1 T would like to thank my graduate students Jonathan Petit and Mathieu Chaput who drew my attention to Habermas.

' The method for identifying the levels is based on analyses of progressive discourse built on the Piagetian logic of exchanges in
which logical forms subjacent to human discourse are considered together with affective and moral values (Campos and Tomi,
2004; Campos, 2004).

15 Although the choice of using the word cooperation in this context could be confusing for Piagetians, I do not adopt it in the
sense of Piaget. Piagetian cooperation is collaboration in this proposal, thus the next level as the reader will soon realize.

128



Collaboration

Collaboration is achieved when community participants engage intentionally in joint efforts to achieve
common understanding of a given subject matter. Participants solve problems together to advance the present state
of knowledge not for themselves. Intentionality, in this case, is mostly centered on the others and not on the self or
on a strategic goal. The solution is to be discovered somewhere in between the participants’ configurations of
meanings. As a result, even if individual representations are a material for building configurations of meanings — as
they will always be - the object of discussion is essentially built around what representations could be built together
(social). In such a situation, interpersonal relationships suppose honest and authentic mutual implication. In this
case, participants go beyond heteronomy16 and authority, if exercised (be that of money, position, status, etc.), is
dissolved or diminished in an inter-understanding process in search of a valid rational agreement among
participants. In autonomous processes like these, people accept the possible inequality as not relevant to the purpose
(Piaget, 1977). Community processes in situations of autonomy (democracy) are necessarily shared, the resulting
mainly accommodatory learning is collectively built, and authorship of ideas impossible to be claimed by
individuals (Scardamalia, & Bereiter, 1994; Scardamalia, 2002). A learning process leading to conceptual change is
necessarily accommodatory: participants engage in in-depth inter-understanding, co-interpretation and co-
construction of explanations concerning ideas that emerged in the communication process. At this level,
communities achieve higher levels of communication through collaboration, characterizing the knowledge building
mode of interpretive or knowledge building communities or. Communities of “interest” such as the WELL referred
by Rheingold (2000) had moments of true collaboration. “Learning” communities and communities of “practice”
that are institution independent (or that are able to go beyond the constraints of authority within institutions, ruling
their processes independently of external constraints) can also achieve a state of authentic knowledge building if
they go beyond authority as a means to transform it (“revolution”). Only at this level, in which partners achieve a
process of what Habermas (1987) calls inter-understanding (or Piagetian “cooperation”'”) communities would be
exercising communicative reason in order to achieve valid agreements based on consensus or accepted majority, and
able to critically transform the world through democratic means. They could be classified as democratic
communities.

Conclusion

We presented a proposal based on an integrative view of cognitive and social studies aiming to explain
communication processes as related to communities. The theoretical proposal of ecology of meanings defends that
both communication and resulting communities, as the core of the meaning human experience, can be better
understood as ecologies that evolve historically solving perpetually the problems posed by the existing apparent
contradictions between the phenomenological experience of living and the demands of locating in and adjusting
bodies and minds to the rules and regulations of society. To make our point, we introduced a draft of a critique (that
we intend to develop more extensively in future writings) about notions of community that are being used nowadays
that we consider insufficient and inadequate as classificatory categories. In addition, we discussed epistemological
conflicts subjacent to those categories, and proposed that communities be classified according to the level of
knowledge building and communication: publishing or broadcasting, and collegial communities that mostly share
egocentric and teleological functionalist reasons, and interpretive or knowledge building communities that mostly
share communicative reason.

'8 Heteronomy stands for situations in which there is a clear ruling authority while autonomy stands for situations in which power
is democratically shared.
' See note 15.
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Cueing Strategies and Instructional Message Design

Yu Cao
Virginia Polytechnic Institute & State University

In computer-based instruction, the way the computer screen is perceived and the way the information on it
is presented can impact its instructional effectiveness (Card, Moran, & Newell, 1983; Grabowski, 1995; Winn,
1993). There is a trend that computer will be involved more in the teaching and learning process since the
“demographic changes among students, rising education costs, and new technology” (Frey, Yankelov, & Faul, 2003,
p- 443).With the advanced integration of computer in the teaching and learning process, an issue about how to
design and deliver instructional message on the computer screen starts to cause professionals’ attention. Instructional
designers must consider how message form and structure influence information process (Winn, 1993) and make the
instructional materials minimize cognitive processing burdens so that mental efforts spent on processing task
relevant information so as to enhance learning performance. Researchers (Grabowski, 1995; Winn, 1993) emphasize
that the form of the message affects what information is attended to and perceived by learners, especially in the early
stage of information processing. Gagne’s (1985) theory regarding the condition of learning suggests that the internal
processes of learning can be influenced by external events. Dick, Carey, and Carey (2001) also address that in
instructional design model, using cues to search the information which was stored in memory is one of the essential
functions for the condition component of behavior objectives. The provision of cueing strategies, as external events,
may direct the attention of the learner by providing clues as to what aspects of the materials to attend to in a
succeeding learning.

Introduction of Cueing Strategies

Researchers have begun to identify the elements of the message which are important in facilitating learning
achievement during instructional message design process (Lamberski & Mayers, 1980). Studies of message design
have suggested that the message should be clearly defined and set forth to provide optimum instructional
effectiveness and efficiency in the learning process (Lamberski & Mayers, 1980). In order to guarantee the efficient
learning to occur, “... the stimulus material for learning must be available and clearly perceivable by the learner”
(Dwyer, 1978, p. 158). Instructional design must find a way to magnify or emphasize the critical features in the
instructional message (M. Fleming & Levie, 1978). Previous researchers (Ausubel, 1968; Rothkopf, 1966) found
that positive learning was affected by using strategies to direct learners’ attention to relevant information. Since
learning from computer screen delivered message is basically an individual or independent type of learning
experience, attention directing learning strategies should help learners to identify relevant information which should
be learned.

Inserting cues in the instructional text provides a mechanism for helping learners to organize complex
information, since the use of cues can direct or focus students’ attention on areas that are important to the
instructional goals and objectives (Dwyer, 1978). This type of instructional strategies has been shown to compensate
for students who have perceptual deficiencies in comprehend visual information (Dwyer, 1978). Flemming and
Levie (1978) stated, “one of the most obvious manipulations of the learning environment is that of modifying the
instructional stimuli to be presented” (p. 112). One of the principles they proposed of controlling attention in
instructional situations is that “instructional messages can control the effective stimulus either by adding or
subtracting cues or by making cues more or less salient (prominent, noticeable)” (p. 112). They believe that
“learning is facilitated where critical cues are salient (dominant, apparent, conspicuous) (M. Fleming & Levie, 1978,
p-115). They also points out that if cues which were added in the instructional message were familiar to the learners
and they functioned to direct attention to the relationship between the new knowledge and the previous knowledge,
they can facilitate learning.

Researchers have defined cueing from different perspectives. Rieber (1994) views cueing as any action that
directs a learner’s attention to the important/relevant stimuli. Goldstein (1981) describes cueing as a type of
rehearsal strategy which involves the presentation of a word associate to be utilized for the retrieval of items in
recall. Turcott (1986) defined cueing as a technique whereby individual stimuli or elements within a visual array are
made distinct from each other. He stated that a cueing device refers to the specific attribute such as color, arrows, or
shading which is used to make specific element distinct to the viewer. Partee (1984) defines a cue as “a verbal or
visual strategy by which the perceiver’s attention is focused upon perceptual information (p. 12). Dwyer (1978) has
defined cueing as “the process of focusing learner attention on individual stimuli within the illustration to make the
essential learning characteristics distinct from other stimuli” (p. 158). Researchers (Brown, 1978; Brown, Lewis, &
Harcleroad, 1973) in instructional message design have named cues in instruction as indicating cues (e.g. arrows,
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directions to pay attention to, to notice certain parts of an instructional sequence, and the use of color codes, etc.).
Brown (1978) mentioned that the indicating cues have commonly referred to in the literature as ‘attention-directing
techniques’ or merely cues. Cues also have been named as attention-getting devices (Norman, 1969) or attention
gaining technique (Dwyer, 1978). F. M. Dwyer’s definition of cueing emphasizes more on the effects of cues
utilized in visualized instruction, while this article intends to discuss cues in computer screen delivered text
message. Therefore, the definition that employed in this study will be: cueing strategy is the attention-directing
strategy to focus learners’ attention on specific information within text message on computer screen so as to improve
students’ learning performance in computer-based instruction.

Cues have been categorized as verbal cues and visual cues (T. H. Anderson & Armbruster, 1985). Verbal
cues include instructional objectives, advance organizer, adjunct questions, and signal phrases. Visual cues include
typographic cuing achieved by manipulating the type face, type styles, underlining, capitals, color of text, etc. Allen
(1975) summarized the literature on visual cues and reported that “relevant cues which emphasize material to be
learned within an instructional communication may increase the learning of that material for all [intellectual] ability
group.” (p. 151). Dwyer (1972; 1978) states that visual cues are attention-directing techniques used to focus the
learners’ attention on certain stimuli or the critical aspects of instructional material.

Bloom (1976) provides several important views about cues for instructional designers. First, cues have to
do with their meaningfulness. The cues must be understood and comprehended by the learners. If cues are familiar
and have been used by the learners before, they are more likely to be easily learned in a new context. Secondly,
learners may different in learning from particular cues, such as some students are easily to learn using verbal cues or
others may prefer to visual cues. Researchers and instructional designers have been spent much attention on finding
the best “one” form of presenting cues to facilitate learning. Finally, Bloom shows that the trend of the development
of new technologies might provide variety of instructional methods to help learners to secure the cues they need for
their learning.

Functions of Cueing Strategies

Dwyer (1978) reported that the ability to focus attention on relevant cue is fundamental to learning that
during instruction, the primary function of cues is to direct students’ attention and reduce the amount of time
necessary to acquire the desired information which is to be learned. He continued to state that cueing strategies have
been employed to improve students learning and these strategies has been identified as “being effective in attracting
and sustaining student attention for extended period of time ... which have been very effective in focusing, isolating,
and structuring information being transmitted (p. 159).

F. M. Dwyer suggested that there are two types of functions of instructional cueing strategies (1978). The
first type of function is to facilitate students to extract and concentrate on the intended instructional stimuli from
their overall perceptual field; while the second function of cueing strategies is to provide elaborated relevant
information or stimuli to help learners to make complete understanding of the information which they are
perceiving. Gagne (1985) proposed a descriptive theory of strategy consisting of nine events of instruction. He
assumes that attention gaining is the initial event of instruction. There is a perception that learning could be
enhanced by eliminating many of the extraneous stimuli which may interfere with that learning (Dwyer, 1972,
1978). Within the environment, a large amount of information input into human system in constant, due to the
limitations of the capacity of human system to process all available stimuli simultaneously, “the perceptual system
must be highly selective” (Dember & Warm, 1979, p. 125). During this process, attention plays an important role in
selecting key information from the complex environment, so ““ the concept of attention is the focusing of awareness”
(Dember & Warm, 1979, p. 125) and some stimuli are attended to while other stimuli are disregarded (Moore,
Burton, & Myers, 2003). This process has been identified as selective attention and defined as “the ability to attend
voluntarily to some attributes of the stimulus array and to ignore other attributes” (Enns & Girgus, 1985, p. 319). It
would be argued that if cueing strategies provide a good way to gain the attention of a student then cues would direct
a student to attend to the most critical features of a computer-based instructional screen text display and allow
important instructional information to be emphasized. Meanwhile, the attention-gaining cues also can serve as an
organizational function to facilitate learners to make relationship between ideas more apparent. Researchers (Taylor,
Canelos, Belland, Dwyer, & Baker, 1987) support this belief and reported that attention indicating strategies can
improve learning.

Gagne (1985) states that elaboration is one of the crucial processes to the encoding and retrieving
processes. He addressed that elaboration is a process whereby supporting information is added to the information
being learned. Effective elaborations serve to link related propositions to stimulate retrieval of the learning context
(Reder, 1982). Reder (1979) also supports the idea that elaborative encoding helps integrate new information with
prior knowledge. He summarizes the list of forms of elaborations: addition of details to information, clarifying ideas,
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explaining and contrasting two or more concepts, making inferences, visualizing an image of material to be learned,
making analogies to relate new ideas to familiar ideas, or associating new material with previous knowledge or
experience. Elaborative processing often leads to improvements in learning performance (Aderson & Reder, 1979).
Stewart (1988) also identified several functions of cueing strategies that: (1) as an instructional strategy, cueing
needs to enable and facilitate the readers to recognize the expected learning goals and implement appropriate
methods to finish the task; and (2) cueing needs to represent the structure and organization of the text and activate
the learning schema.

Based on the theoretical and empirical literature review, cueing strategies are expected to help students to
see relationships between and among facts, concepts, and procedures and facilitate higher-order information
processing to increase achievement.

Theoretical Background of Cueing Strategies

In order to understand the functions of cueing strategies in instructional process, it is important to be aware
of its cognitive theoretical background-information processing theory. Cognitive information process is a branch of
cognitive psychology that considers how people perceive, process, and act on information and focus on attention,
perception, and memory (Ausubel, 1968). Cognitive psychologists have offered numerous explanations about how
people mentally process information. Gredler (2001) addresses that information-processing theory discusses the
“basic steps in the way individuals obtain, code, and remember information, is the central theory of the cognitive
perspective” (p. 169). The nature of cognitive process can be extremely helpful to instructional designers not only
to understand what they want students to learn, but also how learners can be effectively learn it (Ormrod, 2003).

Information Processing Theory and Cueing Strategies

The origin of information-processing models can be traced to Atkinson and Shiffrin’s (1968) model of
memory, which was the first suggests that memory consisted of a sensory register, a short-term and long-term store.
This multistage model presents a single, long-term store for human memories (Gredler, 2001). According to
Atkinson and Shiffrin, learners are assumed to receive information from the environment and then transform it for
storage for future retrieve. Sensory memory helps learners to organize the information that they received from the
environment and begin the process of recognizing and coding the information. Since information can only exist in
the sensory memory for an extremely brief period about 0.5-2.0 seconds (Gredler, 2001), learners must choose to
attend to the information if it is to continue on for future processing. Figure 1 demonstrates the multistage cognitive
information processing (Driscoll, 2000).

Cognitive Information Processing

. v Short-Term Memory
El‘:m'-";r nl'lul'_Y Attention (Working Memory) Encoding ) Long-Term
lsu.a Pattern - # Rehearsal Memory
*  Auditory .. e Chunking Retrieval
Recognition

Figure I Cognitive Information Processing

Short-term memory or working memory is the stage in which attention has been paid and permits learners
to store information temporally in memory so as to make connection with previous information. Working memory is
where much of the thinking or cognitive processing occurs (Ormrod, 2003). In this stage, much of the information is
encoded into some meaningful form and transferred into long-term memory. Unfortunately, short-term memory is
limited in its capacity and duration (Gillani, 2003). People only can attended to a small amount of information at any
one time which means that attention has a limited capacity. In the period of moving information to working
memory, since of the limited capacity of human attention, only a very small amount of information in one’s sensory
register can move on to working memory (Ormrod, 2003). Gradler (2001) emphasizes that information in short-term
memory only can be maintained for about 20 seconds without rehearsed. Obviously, it is critical that students need
to pay attention to the things that they are supposed to learn. Wilshire (1989) states that in the human information
processing system, the major weakness is the short-term memory. He mentions that in order to design an effective
instruction, recognizing the limitations of short-term memory and the need for providing appropriate retrieve cues is
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very important. G. A. Miller (1956) presents the idea that short-term memory could only hold five to nine chucks of
information (seven plus or minus two), where a chunk is any meaningful unit. The unit of chunk could be digits,
words, chess positions, or people’s faces. The concept of chunking and the limited capacity of short-term memory
became a basic element of all subsequent theories of memory (Owens, 2002).

Long-term memory is the last step in information processing which makes learners remember and apply
information long after it has been originally learned. Klatzky (1975) described long-term memory as “storehouse”
(p- 12) with unlimited capacity for storing information. She mentioned two important hypotheses about long-term
memory which are worth noting. The first one is that long-term memory is a permanent store, although sometimes
people cannot remember everything. The forgetting phenomenon has been described as a retrieve problem that the
information is there, but people cannot get it. Driscoll (2000) reports that the process of retrieve can be greatly affect
by the cues available to learners at the test that “whatever cues are used by a learner to facilitate encoding will also
serve as the best retrieve cues for that information at test time” (p. 103). Another hypothesis by Klatzky is that
“many different types of information about items must reside there ... the variety of information that can represent
an item” (p. 13). Klatzky (1980) defined long-term memory as a mental dictionary of concepts and their associations
to each other. A characteristic of information that is stored in long-term memory is that it must have meaning and it
must be integrated with related prior knowledge. She suggests that the more meaningful the information, the more it
likely to be remembered. R. M. Gagne (1985) believes that information stored in long-term memory is organized as
schemas. A schema is an organized body of knowledge about a specific topic which helps the learner to relate pieces
of information to existing information. They are influential in how new information is interpreted and stored in long-
term memory. Information in long-term memory is believed to be stored indefinitely (Rumelhart & Ortony, 1977).

Gredler (2001) emphasizes that there are several essential components of learning which are: (a) the
organization of information to be learned; (b) the learner’s prior knowledge of the instructional contents; and (c) the
process involved in perceiving, comprehending, and storing information. Be aware of these essential components of
learning can assist instructional designers in their design process so as to increase learning performance. Norman
(1969) states “the capacity of the human to deal with incoming information is severely limited. It is as if at some
stage of the analysis of incoming information only a small portion of the incoming signal is selected for further
processing” (p. 4). In a summary of the instructional value of the immediate effects of attention-getting devices, he
concluded that these devices are to make the learners: (1) perceive, (2) conceive, (3) distinguish, (4) remember, and
(5) shorten reaction time. It is clear that strategies to focus student attention and psychological aspect of visual and
verbal information processing, storage, and recall are intertwined and extremely important to assist learning.

Cognitive Processes

In order to understand the cognitive reason for using cueing strategies, it is important to analyze the
cognitive processes which supports the use of cueing strategies. Cognitive processes have been identified as
perception, attention, encoding, storage, and retrieval (Labant & Dwyer, 2002). M. L. Fleming (1987) emphasizes
that perception, attention, and learning are intertwined together practically and theoretically.

Perception. Ausubel (1968) defined perception as an awareness of an object or even prior to the cognitive
processing of that object or event. Perception is a selective process (Ausubel, 1968; Burbank & Pett, 1989; M.
Fleming & Levie, 1978). The amount of information to which people received is unlimited, but the total information
processing capacity is limited. Perception must be selective since people only can attend to a limited amount of
information at once (M. Fleming & Levie, 1978). Ausubel (1968) states that this selection process is based on
individuals’ experiences, expectations, goals, and their individual differences that people scan the available
information and select to certain part of the information for processing. In order to limit the amount of information
presented, instructional designers should use only pertinent information and visual or verbal cues to focus attention
on key points (Burbank & Pett, 1989). Burbank and Pett continually recommend that:

Perception is organized, so arrange material in keeping with the subject matter. Use arrows, numbers or
other cues to direct the learner’s perceptions. Perception is influenced by expectations, so use appropriate formats
and cues such as headings, or to aid learner in knowledge what to expect. (p. 529)

Alessi and Trollip (1991) point out that perception may be facilitated by presentation design factors such
as: “detail and realism, the use of sound versus visuals, color, characteristics of text such as its size and font,
animation, and position of screen elements ...” (p. 11).

Attention. This literature focuses discussions on attention value of a cue. Attention is an important cognitive
process which allows learners to selectively address particular stimuli for successful learning (Rieber, 1994). All
human learning is depending on the learners to attend to stimuli and correctly perceiving them (Alessi & Trollip,
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1991). Learners are selectively focus on information they think is important and ignore information they considered
unimportant.

Attention in learning has been long recognized by cognitive researchers (Driscoll, 2000). Norman (1969) in
discussion of the principles of memory and attention in human information processing, noted that the effects of
attention are perceive, conceive, distinguish, remember, and shortens ‘reaction time . Information must first be
noticed in order to be remembered in long-term memory. So to pertain to their learning goals, learners selectively
attend to certain stimuli. An important aspect of instruction is in structuring the learning environment so that the
learner’s attention can be focused (Bruning, Schraw, & Ronning, 1995).

Researchers provided several theoretical models of attention which explain how information be focused on
in information processing. Broadbent’s (1958) filter model of attention describes how learners select a message to
process information. It proposed that selective attention acts like a filter to block some information and lets only
certain types of information pass to the processing unit. Filter model asserts that attention was a limited capacity
channel that determined the serial processing of the perceptual system (Broadbent, 1958). Between the large
capacity sensory memory and the further processing unit, there is only one single channel that transmits information.
So there is only a small amount of available information is selected for the further processing. Broadbent stresses
that a particular message can be selected and attended to on its physical basis. However, later studies have indicated
that attention as based solely on physical characteristics of the stimulus is not true (Klatzky, 1975; Treisman, 1964).
Klatzky (1975) indicates that learners might select messages based on semantic content also. Treisman (1964)
argues that the learners would attenuate and not filter out certain message based on their physical properties. She
proposed that attention more like the attenuator, which turns down the volume of the unattended channels instead of
blocking them out. She explained that all incoming signals are go through a preliminary test which not only examine
their physical characteristics, but also analyze their contents. The test determines which information will be attended
to and which one is not. After this preliminary test, attention would be directed to one of the channels. In 1973,
Shiffrin and Geisler (cited in Bourne Jr., Dominowski, Loftus, & Healy, 1986) presented a unlimited capacity
model. They argued that the attentional “bottleneck” is only a memory phenomenon and it does not exist prior to
short-term memory. They proposed that:

There is no limit on our capacity to recognize stimuli coming from different channels at the same time, and

the process of recognizing a stimulus arriving on one channel does not disturb the process of recognizing a

second stimulus arriving at the same time on another channel. (p. 61)

Reiber (1994) addresses that there are two kinds of attention. One is made subconsciously, such as sensory input, the
other is made consciously such as selective attention which refers to people focus on one set of information while
ignore or block other incoming information on purpose. Kahneman (1973) introduced another model of attention
which support Rieber’s opinion of attention that in addition to unconscious processes, attention can be consciously
focused. The model initiates the idea that attention can be view as a learning strategy which can be improved.

Researchers (R. C. Anderson, 1982; Van Dijk & Kintsch, 1983) have proposed a selective attention theory
which indicated that important text elements are better learned and recalled because extra attention is allocated to
them. The following is the explanation of the selective attention theory by R. C. Anderson (1982):

(1) Text elements are processed to some minimal level and graded for importance.

(2) Extra attention is devoted to elements in proportion to their importance.

(3) Because of the extra attention, or a process supported by the extra attention, important text elements

are learned better than other elements. (p. 292)

The theory predicts “a positive relationship between text element importance, attention focused on those
elements, and eventual learning” (Reynolds & Shirey, 1988, p. 82). Reynolds and Shirey also address that inserting
cues in the text can make particular text elements become important.

Driscoll (2000) described attention as a state, a resource, or a process. Attention as a state occurs “when a
learner maintain an attitude of expectation, alert to information and heedless of distractions” (p. 276). Those features
exist in learners who are interested in what they are learning. For students who are not interested in the instruction or
suffer from the incapability of focusing on attentions are easily distracted from a learning task. “Attention as a
resource refers to a learner’s capability of selectively allocating more attention to one of several simultaneously
occurring events ... attention as a process involves selecting particular information for future analysis and
interpretation over other, available information” (Driscoll, 2000, p. 277). Learner’s ability of attention is a cognitive
development process. Young learners are easily to focus on attention on one thing to another. Meanwhile, they are
also easily drawn their attention to irrelevant objects and events. But as young learners become older, their ability to
focus attention on a particular task and less likely to be distracted by irrelevant occurrences becomes better
(Dempster & Corkill, 1999).
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Gaining attention has been listed as the first of the nine events of a successful instruction (R. M. Gagne,
1985). Knowledge cannot be obtained unless the learner is in some way oriented to incoming information. Keller’s
(cited in Driscoll, 2000) model of motivational design suggests the first process of instruction is gaining attention of
learning and engaging them in the learning activity before any instruction and learning occur. Klatzky (1975) states
that when the incredible amount of information impinges on the sensory memory, some of the information is
important and some is not. Since memory system cannot recognize all of the information at once and pass it to the
short-term memory, attention acts to filter out the less important information and select the more important ones for
future processing. McKeachie (1988) states that learning strategies, aimed at helping learners’ attention process, can
influence how much attention is paid and how much information reach short-term memory for future process.

All of these models and theories explained attention in different views and provided valuable guidelines to
help practitioners to have a good understanding on some phenomena of attention in information processing. In
addition, Norman (1969) also asserts that “one thing that must of certainty be true of the study of attention is that it
cannot be divorced from the study of other cognitive phenomena” (p. 37).

Encoding. The process of encoding occurs in short-term or working memory which is the step to transfer
the information from short-term memory into long-term memory. Driscoll (2000) describes encoding as a process
which relates incoming information to the previous existed concepts or knowledge in order to make the new
information easily memorable and meaningful. Mayer (1988) suggests, “learning strategies aimed at the process of
encoding process can influence how fast information is encoded and how much is encoded” (p. 16). In other words,
these strategies are important because the manner in which information is treated in short-term memory determines
its value at a later time. Hodes (1994) lists three categories of encoding strategies: repetition, organization, and
elaboration. Repetition refers to rote memorization where information is simply repeated. Organization refers to
organizing information into meaningful units for increased retention. Hodes noted that elaboration could be verbal
and nonverbal where learners construct statement or mental images about the underlying meaning of the
information.

Storage. Storage is the process by which new information is integrated in various ways with previous
known information. Chunking has been viewed as an effective strategy to increase short-term memory storage
capacity (Klatzky, 1975). The function of long-term memory is to store information for later use (E. D. Gagne,
Yekovich, & Yekovich, 1993). Long-term memory storage includes rehearsal, meaningful learning, elaboration,
organization, and visual knowledge (Omrod, 1998). Frase (1975) found the benefit of elaborative processing with
text materials for long-term storage. Frase stresses that subjects who had been given advanced organizer as an
elaborative process did better to test questions than subjects in control group without advance organizer. Learners’
memory for text materials would be improved by elaborative processing which include strategies, such as
previewing, questioning, reading, reflecting, reciting, and reviewing (Thomas & Robinson, 1972). Furthermore,
researchers (Pressley, McDaniel, Turnure, Wood, & Ahmad, 1987) address that the most critical feature of
elaborations is whether the elaboration can focus learners’ attention on the appropriate instructional material for
encoding into long-term memory. In addition, learners learn and remember new information more readily when the
information is organized. Organization involves making connections between the parts of the new information in
order to make the learning more relevant and improve the long-term memory storage (Gredler, 2001).

Retrieval. Mayer (1988) describes retrieval as the process of transferring knowledge from long-term
memory to short-term memory. The process of retrieval in long-term memory can be described as an indexlike
mechanism (Bourne Jr. et al., 1986). Making multiple connections with the learner’s existing knowledge allows for
better retrieval of newly learned information (Ormrod, 1995). Researchers (J. R. Anderson, 1995; Ormrod, 1995)
listed some reasons of the failure to locate information in long-term memory leads to retrieval failure: (a) lack of a
relevant retrieval cue, (b) lack of multiple connections between various knowledge segments in long-term memory,
(c) Infrequent practice or infrequent use of stored information can also lead to retrieval failure, (d) interfering
material, and (e) memory decay. People reply on cues to retrieve information from long-term memory (Bourne Jr. et
al., 1986). Tulving and Thompson (1973) demonstrate that when providing the right retrieval cues, learners can
perform better recalls in their learning process. Tulving (1974) stresses that memory must be viewed as a joint
function of stored information and the information provided to the subject at retrieval, such as retrieval cues.
Continually, Tulving (1983) indicates that retrieval cues can be viewed as the particularly salient or significant
“aspects of the individual’s physical and cognitive environment that initiate and influence the process of retrieval”
(p- 171). For a given retrieval cues to be effective, it must be encoded with the original event and have some sort of
connections with the target item which it is suppose to cue (Bourne Jr. et al., 1986).

Mayer (1982; 1984) addresses three primary functions of cognitive process which are: (1) to guide selective
attention towards certain information in the text; (2) to foster the establishing of internal connections among ideas
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from the text; and (3) to foster building external connections between ideas in the text and learners’ existing
previous knowledge.

Information processing theory provides the theoretical base for understanding the effects of cueing
strategies in learning. By analyzing these relationships, instructional designers will get a better understanding on
employing effective instructional strategies to accommodate student’s needs so as to enhance learning.

Cueing Strategies and Academic Achievement

Various cueing strategies have been identified in the literature as methods for focusing attention which
include auditory cue/music or narrator, pictures, animation, diagram, arrow, underline, labeling, color coding, text
size or fonts, motion, shading, texture, questions, concept maps, and advanced organizer, etc. (Burton, Moore, &
Holmes, 1995; Dwyer, 1978; Higgins & Cocks, 1999; Levie & Lentz, 1982). Most studies on the effect of cueing
strategies to academic achievement were conducted to examine the effectiveness of directing attention to the specific
information with visuals in designing instructional message (Downs, 1989; Downs & Jenkins, 2001; Mclntyre,
1981). The research yielded mixed results. Most of the studies had positive results (Beck, 1987; Dinnel & Glover,
1985; Dwyer & Moore, 1992; Goldstein, 1981; Higgins & Cocks, 1999; Levie & Lentz, 1982; Martel, 1992; Mayer,
1989; Mclntyre, 1981). However, some also had negative or non-significant research findings (Owens, 2002;
Pienkowski, 2002; Worley & Moore, 2001).

Although a great deal of research explored the effects of cueing strategies that complement visual imagery
in facilitating student achievement, the effectiveness of cueing strategies in computer screen delivered text message
has not been widely investigated. Future research needs to be conducted to clarify this issue.

Instructional Message Design

Researchers have begun to identify the elements of the message which are important in facilitating learning
achievement during instructional message design process (Lamberski & Mayers, 1980). Grabowski (1991) described
message design is a process of “planning for the manipulation of the physical form of the message” (p. 206). Here,
the message works as a medium to communicate a sender and a receiver. Studies of message design have suggested
that the message should be clearly defined and set forth to provide optimum instructional effectiveness and
efficiency in the learning process (Lamberski & Mayers, 1980). In order to guarantee the efficient learning to occur,
... the stimulus material for learning must be available and clearly perceivable by the learner” (Dwyer, 1978, p.
158). Fleming and Levie (1978) have defined instructional message design as “the process of manipulating, or
planning for the manipulation of, a pattern of signs and symbols that may provide the conditions for learning (p. xi).
Instructional design must find a way to magnify or emphasize the critical features in the instructional message (M.
Fleming & Levie, 1978). Previous researchers (Ausubel, 1968; Rothkopf, 1966) found that positive learning was
affected by using strategies to direct the learners attention to relevant information. Fleming and Levie’s definition
and explanation of instructional message design “limited messages to the pattern of signs or symbols that modifies
the cognitive, affective or psychomotor behavior” (Seel & Richey, 1994, p. 31). According to the interests of this
article, instructional message design can be defined as the process of manipulating the learning conditions that
encompasses the modification of the pattern of a signs or symbols (words or pictures) which has been viewed as the
media to communicate learning. Usually this process will be conducted by the teachers or instructional designer
before the instruction.

Researchers (Heines, 1984; Soulier, 1988) addressed that about 80 to 90 percent of the information was
presented by text in computer-based instruction. Although with the development of computer technologies and
integration of multimedia into the curriculum, instructional message can be delivered by using graphic and
animation as well as text, the majority of instructional materials in computer-based instructional learning
environment are still rely on text. This emphasizes the important effects of the computer screen delivered text
message design on students’ academic performance.

How information is constructed by the reader to gain comprehension from text materials is an important
goal for teaching and learning (Bennett, 1989). Text design has been identified as one of the factors which influence
learners’ comprehension of the learning information. McConaughy (1985) suggests that one of the essential aspects
of text comprehension is the ability to attend and focus on important or critical relevant materials within the text and
to exclude the nonessential materials. Bennett (1989) follows the same reasoning and states that information
comprehension process is an interactive and assimilative process between the learner and text which depends upon
the cues used by the learner to gain meaning from the text. In order to increase greater comprehension, instructional
designer should look at the text design and learners differences. R. C. Anderson (1982) concluded that text message
should be designed to allow readers to: assimilate textual information, facilitate selective allocation of attention,
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enable inferential elaboration, allow for orderly searches of memory, facilitate editing and summarizing, and permit
inferential reconstruction.

Well designed text can be used to help learners to organize and locate information and facilitate
information to be transformed and comprehended during information processing (Hannafin & Hooper, 1993).
Burbank and Pett (1989) provides a number of principles and guidelines for designing text message and instructional
content. They suggests that effective instructional design should include: “1) use variations in size, color, brightness,
and shape or employ novel visuals to attract attention; and 2) to hold attention, be certain that the material presented
is meaningful to the learners ”(p. 528). According to Burtank and Pett’s (1989) suggestions on text design,
instructional designers can improve students’ learning achievement by: 1) using a list or outline of the content to
assist learners to organize information; 2) using bullets, numbers or white space to separate and attend on key items;
3) using red or blue color to attract attention; and 4) using color to provide structure, or emphasize relevant cues and
to distinguish critical items from irrelevant ones. They also state that when developing textual materials, it is better
to consider the characteristics of the audience, the information to be presented, and the way the audience will
process the information (Burbank & Pett, 1989).

The question of “how text can be effective presented on computer screen” requires professionals to look at
the text attributes in depth. Meanwhile, by analyzing and modifying text attributes, instructional designers should be
able to find effective instructional strategies to enhance readers’ comprehension since learning from text message
not only just pass reading, it requires learners’ active text processing (Duchastel, 1982). According to online
information which was retrieved from the Monron City Schools’ website (2005), text attributes refer to font, size,
style, and color. Those attributes of text can be manipulated in a computer-based environment within an
instructional message. Meyer (1975) has identified that in the text to emphasize how ideas are related and which
ideas are most important, text structured can be manipulated to influence free recall performance by inserting cues,
or signals. Signaling or cueing content and structure has been demonstrated to facilitate low or average learners’
recall performance (B. J. F. Meyer, Brandt, & Bluth, 1980). Pace (1982) summarized a general principle for the
design of text that text message designer should facilitate readers to acquire new information by highlighting
important ideas and reduce the density of the information load. The explicit techniques which designers used to
capture and focus attention during reading include “linguistic, spatial, and typographic cues to the form, function,
sequence, content, and importance of segments of a passage” (Jonassen & Kirschner, 1982, p. 123). During this
design process, several aspects need to be considered: the nature of the target audience, such as their
cognitive/learning style, the expected outcomes of the text message, and certain text characteristics affect perception
of the information (Jonassen & Kirschner, 1982).

Conclusion
To design effective learning materials, the instructional designers need to ask those questions: How does
the human mind work? How do people process information? And how can we adapt instructional strategies to aid
human cognition? In approaching the design of instructional text message, the instructional designers have to have a
clear understanding of the process of how people learn and what are the variables which can affect this process.
They should provide learners with stylistically appropriate cues to organize the content and direct learner’s attention
so as to improve learning performance.
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Abstract
Some may think that a summer online course is just a condensed version of a regular semester online course. If
the instructor compresses a 15-week course content into a five-week time frame and the students triple their
time and efforts studying online, the results of learning should be the same. In fact, due to the time constraint,
different instructional strategies should be used for the design and delivery of the short- and long-term online
courses in order to retain the quality of learning without reducing the amount of instruction. This paper
presents a blended approach combing constructivist and objectivist instructional strategies for the design of an
intensive summer online course based on a support-oriented model. The results of course evaluation revealed
that students had a very positive learning experience with the course and were highly satisfied with their
learning outcomes.

Introduction

With the widespread concepts of life-long learning and just-in-time training, many academic institutions
are rushing headlong into the e-learning arena and are offering a variety of online programs and courses not only
during regular semesters but also during summer sessions to meet the needs of students.

Some may think that a summer online course is just a condensed version of a regular semester online
course. It works the same way as face-to-face classroom instruction. If the instructor squeezes a 15-week course
content into a five-week time frame and the students triple their time and efforts studying online, the results of
learning should be the same. In fact, due to the nature of online communication, the asynchronous mode in
particular, both teachers and students usually invest much more time in a course taught online than in the same
course taught in a traditional classroom (Palloff & Pratt, 1999). Thus, compressing the course content and extending
the study hours may not be an effective approach for teaching and learning an intensive online course. How to
retain the quality without sacrificing the quantity of learning is a challenge to instructional designers and instructors
of intensive online courses. This paper presents a blended approach combing constructivist and objectivist
instructional strategies for the design of an intensive summer online course based on a support-oriented model.

Constructivist vs. Objectivist instruction

Over the past two decades, instructional design paradigms have shifted from objectivism to constructivism
(Bonk & Cunningham, 1998; Cooney, 1998; Vrasidas, 2000; Tam, 2000). During the same time, the development of
Internet technology has expanded learning environments from traditional classrooms to online and changed the
nature of teaching and learning experiences. This change is leading instructional designers to adopt constructivist
learning theories to the design of online learning environments.

The positive value of employing constructivist theories in the design of online learning environments has
been supported by educational literature (Hannafin, Land, & Oliver, 1999; Moallem, 2003; Morrison; 2003; Palloff
& Pratt, 1999, 2001). Cognitive constructivists believe that knowledge is constructed by the learner through an
internal process of interpreting the world based on the learner’s prior knowledge and experience (Jonassen, 1992).
Social constructivists view learning, rather than as a purely internal cognitive processing of information, as a social
construct of knowledge via interaction which is mediated by language or social-cultural dialogue (Bonk &
Cunningham, 1998; Dewey, 1938; Vygostsky, 1978). This school of theorists believes that the context in which the
learning occurs is foremost to the learning itself (McMahon, 1997); thus instruction should involve authentic
learning tasks replicating real-world context and activities to optimize knowledge application (Jonassen, 1999;
Savery & Duffy, 1996).

Jonassen (2004) concluded that learning, in order to be meaningful, must involve authentic learning tasks
requiring cognitive information processing and knowledge construction within the context of collaboration and
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social interactions. Harasim (1990) noted that the online environment is particularly appropriate for collaborative
learning because it emphasizes group interaction. Through group collaboration and interaction, social isolation can
be reduced if not prevented (Hughes, Wickersham, Ryan-Jones, & Smith, 2002). Active, authentic, practical, and
meaningful are some of the advantages of constructivist-based instruction.

In contrast to constructivists, objectivists believe that knowledge exists independent of the learner.
Learning means a change in the learner’s behavior or cognitive structure (Lakoff, 1987) and learning is an
independent effort of individuals rather than collaboration and interaction among peers. Thus, objectivist-based
instruction emphasizes the appearance of observable and measurable behavior in individual students.

Objectivist instructional design theories, derived from behaviorist and cognitive psychology, advocate
systematic planning of instructional materials and learning activities so that students can follow the prescribed steps
to obtain the desired learning outcomes. With detailed and well-structured instruction and feedback based on
dichotomous right/wrong judgment of the student’s response, the objectivist instructional approach has been
traditionally used for the design of classroom and televised instruction and computer-based individualized learning.
This approach grants to instructors the control of components of learning such as students, environment, materials,
activities, and time. Efficiency and predictability are part of the strengths of objectivist-based instruction. The
following table compares the characteristics of constructivist and objectivist instruction:

Table 1: Comparison of characteristics of constructivist and objectivist instruction

Constructivist instruction

Objectivist instruction

Student-centered

Instructor-centered

Ill-structured

Well-structured

Less detailed

More detailed

Subscribed (active learning)

Prescribed (passive learning)

Contextual

Out of context

Multiple perspectives

Single perspective

Collaborative interdependent learning

Individualized independent learning

Less efficient

More efficient

Goal-free evaluation

Goal-based evaluation

There is an increased interest among teachers and instructional designers in adopting the constructivist
philosophy of teaching and learning in the design and delivery of online courses. However, in a constructivist
learning environment, in order to successfully promote active and meaningful learning, the instructor as a learning
facilitator has to coach, scaffold and monitor students’ knowledge construction; provide immediate feedback; form
and norm groups; encourage collaboration, interaction, and multiple perspectives; and assist in learning reflection
and interpretation. These activities require a great commitment of time and energy from the instructor. Students
engaged in constructivist learning also have to spend a lot of time and effort not only on learning and interaction but
also on managing logistical tasks such as coordinating with other group members. Compared to objectivist-based
instruction, constructivist-based teaching and learning require more time and effort from both the instructor and the
students (Cavanaugh, 2005, Hughes, Wickersham, Ryan-Jones, & Smith, 2002; Rajandran, 2003).

There would less likely be a problem if a constructivist-based online course were offered during the regular
semester. Students have more time to work collaboratively with their peers to construct knowledge and to solve
assigned problems through synchronous and asynchronous communication. However, it would be a challenge for
the instructor to implement the same constructivist-based instruction in an intensive summer course.

If time is the essential factor affecting the successful completion of a constructivist-based intensive online
course, instructional designers may consider using a blended approach, which combines the strengths of
constructivist and objectivist methods of teaching and learning for the design of the course. Thus, meaningful
learning can be achieved efficiently.

Conceptual framework
Technology and support
Online learning requires a certain level of technological knowledge and skill. Inadequate technological skill
and technical difficulties not only can result in anxiety, frustration, confusion and disorganization for the student but
it can also impede the communication and interaction process, thus hindering group collaboration (Ge, Yamashiro,
& Lee, 2000; Ragoonaden & Bordelrau, 2000). The impact of technology problems is more serious and urgent in an
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intensive than a regular semester online course because the short time span of the intensive course leaves little room
for technical problem-solving and skill fostering. To efficiently develop students’ competence and comfort with
technology, designing an easily accessed, user-friendly technical support system should be the foremost
consideration for the design of an intensive online course.

Learning and supports

As noted by the constructivist theories, meaningful learning must be student-centered and involve authentic
learning tasks requiring cognitive information processing and knowledge construction via collaboration and social
interaction (Jonassen, 2004). Jonassen and Howland (2004) also indicated that providing the learners with
meaningful and consequential tasks can help form and foster learning communities (p.72).

Since the nature and complexity of a task has a direct influence on group collaboration and communication,
selecting a learning task is one of the most critical considerations for online course design. Constructivist-oriented
tasks have the potential to promote meaningful learning, interpersonal and teamwork skills, and higher level
thinking skills, but they demand more time for learning and collaboration. On the other hand, objectivist-oriented
tasks require less time and social support and thus can be achieved more efficiently but the learning is less
meaningful.

To maximize successful online learning, a learning support system offering rich resources, guidance and
assistance from the instructor, experts, and peers should be provided. In addition, a social support system must be
made available so that members of the learning community trust each other and feel comfortable in sharing
knowledge, feelings, experiences, values and goals.

In all, there are three major components involved in online learning: technology, content, people
(instructor, students, experts, etc.). Students (Ss) construct knowledge by interacting with people and content
through the use of technology to complete the learning tasks. To optimize learning outcomes, each component must
be sustained by it own support system - technical support system for technology, learning support system for
content, and social support system for people. The selection of instructional design strategies should reflect a
balanced consideration between time constraints and meaningful learning. With these thoughts in mind, a support-
oriented learning environment was conceptualized (see Figure 1) to guide the design of an intensive online course.

Learning
Support

Learning
tasks

Social Technical
Support Ss Support

Technology

Learning environment

Figure 1: Conceptual framework for support-oriented online learning environment

About the course
The course was a three-credit 100% online course for graduate education majors regarding the integration
of technology in the K-12 curriculum. The course was originally offered as a regular semester online course by a
university in the north-central region of the United States. However, to meet the demand for the course, the course
was redesigned to fit into a five-week summer session schedule which was then offered in both short summer
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sessions in addition to the regular semester offering. The course was housed in an online course management system
(CMS) developed by the university. The CMS offered course design and communication tools and online technical
support resources.

Course design specifications
The summer course design was based on the same instructional goals for the regular semester course.
However, to adapt to the shorter time frame, the course redesign used a blended approach combing constructivist
and objectivist views of learning for the design of learning tasks, activities, and the three support systems (technical,
learning, and social) with an aim at meaningful and efficient learning in a supportive environment.

Instructional design principles based on the blended approach

¢ Meaningful learning - Adopting the constructivist approach, this course used authentic problem-based learning
tasks associated with practical context so that the learning experience can be applied to the real world.

+ Efficient learning - Applying the objectivist approach, the course design increased scaffolding by providing
more clear and detailed guidance and instruction and assigning group-supported individual projects rather than
group projects to accommodate time-limit.

% Supportive learning - Instructional strategies based on constructivist and objectivist approaches were employed
for the design of technical, learning and social supports so that students would feel comfortable with the
technology, content, instructor and fellow students.

» Technical support -
=  Providing easily-accessed user-friendly technology resources such as job aid, FAQ, university
technology helpdesk contact information, and CMS tech support site.
=  Providing efficient technical training.
= (Creating an “S.0.S.” forum for the class members to ask and receive help from the instructor and other
students regardless of technical or learning issues.
» Learning support
=  Selecting meaningful, practical and feasible tasks requiring a reasonable amount of cognitive
challenge.
=  Using group-supported projects.
=  Providing rich instructional resources such as worked examples, FAQ, Internet resources, online
library, online experts, online and offline instructor office hours.
=  Providing more structured instructional materials and instructional guidance whenever needed.
»  Social support
=  Forming a collaborative online learning community using the following strategies:
- Informing students of the value of collaboration.
- Assigning grade to team contribution.
- Helping develop group norm, i.e. appropriate netiquette, online communication, value of
collaboration, and group role and responsibility.
- Embedding collaboration and interaction in group-supported projects.
-  Encouraging collaboration and interaction among group members to gain multiple perspectives
and solutions.
- Providing opportunities for social presence and interaction.

Pre-instructional (Orientation)

Given the time constraint of an intensive course, preparing the students for online learning prior to formal
instruction is critical and has a direct impact on the success of online learning, especially for those who are new to
online learning. A course orientation was offered to build students’ readiness for online learning (Hughes et al.
2002). The strategies used for the design of course orientation included the following:

e provide meaningful and efficient technical training

e provide an easily-accessed user-friendly technical support resources
e embed orientation assignments in technical training

e provide knowledge about collaboration and interaction

e familiarize students with the course, instructor, and students

e initiate learning community building
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Comfort and trust with technology (an example of technical support system)

In addition to the online course management system (CMS) support site provided by the university, the
instructor employed objectivist instructional strategies to design the following easily-accessed and user-friendly
resources to be included in the technical support system:

- A step-by-step “how-to” job aid for each of the tools required by the course.

- A customized online technical training module focusing only on the communication and production tools
needed by the course. This saved students’ time from completing the entire CMS tutorial.

- A pre-instruction survey regarding their technical skill and professional background.

Comfort and trust with instructor and other students (an example of social support system)

As part of the course orientation activities, students were asked to study the information on the orientation
page regarding how to collaborate and interact with each other using appropriate netiquette. In order to get
acquainted with each other, students were required to post a self-introduction message to the “Hello!” social forum
and to respond to their peers’ postings and to upload their digital photo to their designated student profile page. This
activity initiated the social presence and interaction of the class members as a learning community.

Comfort with the course (an example of learning support system)

Providing students with course expectations and content map can help organize their study plan. Informing
students of the required prerequisite will help connect their existing cognitive structure with the new content
information (Mohamed, 2004). This information was included in both the orientation and the syllabus pages.
Students were required to read this information to get familiar with the course. Students were also asked to send the
instructor their expectations of the course via CMS e-mail attachment to let the instructor know students’ needs.

Instruction
Learning tasks

McGrath’s Task Circumplex (1984) classifies group tasks into four categories, each containing two task
types: generate (type 1 and 2), choose (type 3 and 4), negotiate (type 5 and 6), and execute (type 7 and 8).

Group and individual time spent on task and learning activities should be determined and considered when
designing an online course (Barrows, 1996; Savery & Duffy, 1995). Taking the time constraint and the goals of the
course into account, three types of McGrath’s tasks were adapted for the design of the learning tasks: Type 1-
Planning Tasks (generate action-oriented plans), Type 2- Creativity Tasks (generate creative ideas), and Type 3-
Intellective Tasks (choose correct answers to solve problem). Although all three task types are suitable for group
collaborative projects, task type 1 and 2 were used for group-supported individual projects while type 3 was used for
individual projects.

The constructivist instructional principles used to guide the design of generative tasks (types 1 and 2)
include anchoring all learning activities to a larger task, using authentic tasks in a real-world setting with meaningful
context, using complex tasks requiring thinking and judging, and allowing multiple perspectives and solutions
(Savery & Duffy, 1996). For the intellective tasks, objectivist instructional principles were used to prescribe clear
and detailed instruction and assessment based on well-defined goals and objectives. The culminating task was a
group-supported project requiring an integration of skills learned from all previous units which consisted of both
generative and intellective tasks.

An example of a group-supported individual project would be creating a course plan integrating Internet
and computer technology into the instruction of the course for a subject area and grade level of the students’ choice.
Students were asked to use the school where they were employed as the problem context if applicable; otherwise, a
case scenario simulating a real-life situation would be supplied by the instructor. There were only appropriate but no
standard correct answers. In order to create a meaningful and effective course plan, students had to know how to
conduct an effective web search for appropriate resources to be used in the plan, devise an instrument to evaluate the
quality of web resources, write the evaluation report, and develop a technology integration plan. An example of an
individual project would be writing a website evaluation report which was based on the result of an absolute rating
scale and some narrative comments.

Learning activities

Forming groups is one of the most important activities related to the success of a collaborative problem-
solving experience (Bridges, 1992; Slavin, 1995 in Nelson, p. 259). Small groups of at least three and no more than
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six have been shown to be the most effective size (Bruffee, 1993; Johnson & Johnson, 1997; Putnam, 1997).
Heterogeneous grouping promotes diversity, multiple perspectives, interpersonal skill, and team work (Nelson,
1999).

To avoid wasting time on coordinating group members and their share of work, group-supported individual projects
were assigned instead of group projects. To accomplish the group-supported assignments, a learning community of
the class was organized by project groups, each consisting of three to four students with different backgrounds
(whenever possible) assigned by the instructor based on the results of the pre-instruction survey.

Group members were required to contribute ideas during project brainstorming discussion, and then each
student worked on his/her own individual projects. In addition to instructor’s review, students were also required to
review and comment on other group members’ draft projects to help improve the quality of the work and to learn
from each other before final submission of the projects. Students were made aware that their contribution to the
group would be graded. With such an arrangement, students were working on their own projects while still
contributing to the group and interacting with other group members and the instructor. The learning community
remained active and supportive.

Post-instruction (Assessment)

The assessment of students’ learning product was based on the objectivist goal-based evaluation. Clear and
detailed assignment specifications, including purpose of the assignment, submission procedure, due date, and rubric
for grading criteria were provided. A constructivist approach, requiring the students to write a final reflection paper,
was used for learning process assessment.

Course evaluation
At the end of the course implementation, a summative evaluation was conducted to answer the following
questions:
1.  What were students’ feelings, attitudes and opinions about their learning experience of this course?
2. How did the course designs influence students’ process and product of learning?

Data and analysis

= Students’ response to the course evaluation administered by the university (11 participations with returning rate
100%).

=  Students’ exit reflections

=  Students’ project results

The course evaluation surveyed students feelings, attitudes, and opinions about their learning experience of
this course using 38 items of 5-point rating scale (4-Strongly agree, 3-Agree, 2-Undecided, 1-Disagree, 0-Strongly
disagree) and 7 open-ended items. 11 students enrolled the course and the return rate for the course evaluation is
100%.

A descriptive data analysis procedure was performed to analyze students’ average response rates to the
course evaluation. The content of the exit reflections and open-ended items in the course evaluation were analyzed
qualitatively using content analysis based on the categories of most and least valuable aspects of the course, most
and least liked course activities, and the overall learning experience with the course.

Results
The quantitative analysis results of the closed-ended items in the course evaluation are reported in table 2.

Table 2: Results of students’ feelings, attitudes and opinions about course learning experience

Item description Mean SD
Feelings about the quality of the course 3.60 .06
Feelings about the learning experience 3.87 .06
Opinions about the design of learning tasks, activities & instruction 3.68 .26
Opinions about the instructional methods used by the instructor 3.73 .20
Opinions about the value of personal and professional development 3.6 .06
Attitudes about group-supported collaborative learning 3.64 13
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The content analysis results are classified into the categories of most and least valuable aspect of the

course, most and least liked learning activities, and overall learning experiences of the course. Table 3 reports the

analysis results together with the excerpts.

Table 3: Results of content analysis of course evaluation and exit reflections

Categories

Excerpts

Most valuable aspects of the course:
1. Authentic projects

2. Instructor’s feedback

3. User-friendly technology

“the final project.”

“the rubrics.”

“Kinesthetic experience with technology and
Internet projects.”

“Instructor feedback on course project.”

“The instructor was very helpful in holding us to
where she wanted us to be!”

“The simple use of the computer and the Internet to
accomplish what was needed for this class.”

Least valuable aspects of the course:
1. Readings

“The readings to me were not very valuable.”
“Too much lecture readings.”

Most liked class activities:

1. Working on class projects

2. Working with group

3. Working with diverse students
4. Online discussion and chat

“I liked the projects we did.”

“I liked learning the process for designing Internet
lesson.”

“I enjoyed taking classes with people from all over
the world.”

“I enjoyed working with a wide variety of students
from different regions within the USA and even
different countries.”

“I also appreciated the diversity of the classmates.”
“I really enjoyed the interaction of the students
about our projects. It helped me to refine my
thoughts.”

“I enjoyed the online chat with my group
members.”

“I liked how groups were set up to help each other
and that groups could arrange their own meeting
time to do online chat discussions that suited
EVERYONE'S needs.”

Least liked class activities:
1. Working with CMS
2. Developing rubrics

“I did not like the fact that we could not access the
announcements during assignments, or to upload a
file was had to jump completely out and then get
back in.”

“I HATE doing rubrics.”

Overall learning experience with this online course:

1. Great

2. Wonderful
3. Enjoyed
4. Fruitful

“The course was great overall.”

“My learning experience was wonderful. I really
learned a lot through actually doing and
experiencing the things we were learning about.”

“I learned something each lesson and did not feel
my time was wasted. I will use this stuff at work.”
“It was a good experience for me and helped me to
think outside the usual box for learning something
new.”

“I learned a great deal about evaluating Web sites. I
also learned how to make up my own Internet-based
program which was very interesting.”

“I am very happy with this course.”

“I enjoyed the course work and the development of
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| new items and plans.”

Discussion and Conclusion

Students’ ratings on the course evaluations showed that they are highly satisfied with the course as well as
their learning. The content analysis results of course evaluation and exit reflections revealed that students in general
valued the authentic projects, instructor’s feedback, and user-friendly technology the most. Although a couple of
students commented on the amount and the necessity of the readings in the lecture, majority of the students thought
the readings aided to their understanding of the subject and built knowledge foundation for project assignments.

The class activities that the students liked the best were working on class projects, working with groups,
working with diverse students, and online discussion and chat. One student disliked the access procedure of the
CMS and the other student did not enjoy the development of rubrics for the lesson plan. The overall learning
experience with this course was very positive across the entire class. They enjoyed the learning experience and felt
they learned a lot within the short-time frame without feeling the pressure.

The quality of students’ product for each unit was assessed against a rubric in which grading criteria were
clearly specified. This scaffolding strategy helped guide the students’ attention to the important aspects of the
product. Eight of eleven (73%) students received an A and three (27%) received an A minus for the course grade.

In conclusion, the evaluation results support the use of a blended approach combing objectivist and
constructivist instructional strategies for the design of an online course when it is pressed by time. The following
guidelines may help design effective intensive online courses:

1. Ensure students’ comforts with technology, content, and people by providing technical, learning, and
social supports.

2. Use the orientation activities to prepare for students’ readiness for online learning in terms of
technology, instructional content, and collaboration.

3. Balance between the individual and group collaborative activities.

4. Provide learning tasks that are meaningful and manageable in a given time frame.

5. Provide clear and concise instructional content and assignment specifications.

6. Provide timely feedback and more scaffolds to assist learning.
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